Discussion: Efficient estimation and forecasting in
dynamic factor models with structural instability

Tinbergen Institute
VU University Amsterdam
The Netherlands Institute for the Study of Crime and Law Enforcement

www.geertmesters.nl

June, 2014

10



DFM with time-varying parameters

Summary

Dynamic factor models where all model parameters are considered
time-varying

Mixture between observation driven and parameter driven
approaches

Variances are made TV using observation driven approach

Loadings and VAR coefficients are made TV using parameter driven
approach

Two algorithms to approximate posterior mode: 1. filtering based,
2. simulation based

Two applications: 1. macroeconomic forecasting, 2. yield-spread
forecasting

For the discussion | will focus on algorithm 1 and application 1
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DFM with time-varying parameters

Estimation

Algorithm 1

® Compute fPCA

@® Compute A\ = B(A|X; fPA) fort =1,..., T
© Compute By = B(B,|fP"), for t =1,..., T
® Compute f, = E(f|X; S\,B) fort=1,...,T

e Step (2); also gives V; and R;
e Step (3); also gives Q; and W,
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DFM with time-varying parameters

Model

@ Ambitious paper!!!

@® Consistency of step (1) in algorithm 17 Bates, Plagborg-Moller,
Stock & Watson (2013) give rates for A;? In addition B, will also
require some restrictions.

© Imposing some structure on the loading matrix? Testing for
parameter instability?

@ If forecasting and computational speed are the goals; why not
entirely observation driven?

@ Reasoning the particular observation driven structure?
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DFM with time-varying parameters
Model

EWMA update per element
Vi,r = 51 Vi,t—l + (1 - 51)€:2,t

GAS update per element

Vie=061Vit—1+(1—01)S(~ 2/t1 *E:t )

where €; ; = X ¢ — 3\t|t_1ft and Ft is the current estimate for f;
and S; is a scaling term, F;; = ﬁ’ﬁhtﬂ + Vi1

Main difference is that GAS update also depends on predictive
variance loadings

Possible room for improvement see Blasques, Koopman & Lucas
(2014)



DFM with time-varying parameters

Estimation

@ Are the variances in step (4) treated as known? if so why?
Re-estimating V; and Q; is possible? When doing forecasting this
will make a difference.

® In general: how are the forecasts constructed?

© Is it possible to estimate model parameters (u's and 4's) in steps (ii)
and (i) using MLE? Similar as in Eickmeier, Lemke & Marcellino
(2011). Not much work and saves grid-searches?

@ How do you initialize Vj and Qp in general?
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Table 2: Relative MSE for forecasting German GDP growth

Panel A: EWMA

DFM with time-varying parameters

lllustration

parameter specification

Relative MSE at horizon

r & &y Hy My 1 2 3 4
1 TVP-DEM 2 0.83 083 100 100 077 095 098 108
2 TVP-DFM 3 083 083 100 1.00 077 095 098 109
3 TVP-DFM 2 087 083 1.00 1.00 077 095 098 108
4 TVP-DFM 3 087 083 1.00 1.00 077 095 098 109
5 TVP-DFM 2 099 083 1.00 1.00 076 096 1.00 110
6 TVP-DFM 3 099 083 1.00 1.00 077 09 1.00 112
7 TVP-DFM 2 083 099 1.00 1.00 082 104 109 110
8 TVP-DFM 3 083 099 100 1.00 083 106 110 120
9 TVP-DFM 2 099 099 1.00 1.00 082 107 112 124
10 TVP-DEM 3 099 099 100 1.00 083 1.08 113 124
11 TVP-DEM 2 099 099 098 098 082 1.07 112 124
12 TVP-DFM 3 099 099 098 098 0.83 1.08 113 124
13 PC 1 - - - - 086 102 102 108
14 PC 2 - - - - 087 101 101 109
15 PC 3 - - - - 091 102 101 109
16 PC 4 - - - - 094 106 108 115
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DFM with time-varying parameters

lllustration

@ The PCA estimator is based on homoscedastic error-variances

Vi = l,0. In the macro illustration V; is initialized with Vg = Iy.
When ;1 < 1 two things change: (1) the variances become
heteroskedastic and (2) the variances become time-varying. The
improvement in forecasting is entirely attributed to the
time-variation in the paper. A comparison with standard MLE
would give more insight into the role for heterogeneous variances;
see also Bai & Li (2012).

In the simulation study there is also a comparison w.r.t. two-step
estimator of Doz, Giannone & Reichlin (2011), which shows that
4-steps improves two-step when time-variation in the loadings is
large. Given that the loadings and factor coefficients are not
time-varying in this application a comparison with two-step would
be insightful.
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DFM with time-varying parameters

Conclusions

Final remarks

e | enjoyed reading the paper.
e Thank you!
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