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Abstract

This paper studies the optimal inflation target in a medium-scale menu cost model with an occasionally
binding zero lower bound on interest rates. I find that the optimal inflation target is 3%, larger than the
rates currently targeted by the Fed and the ECB, and also larger than in existing models used for monetary
policy analysis. When my model is consistent with the frequency and the distribution of price changes, resource
misallocation does not increase greatly with inflation. The key element for this result is firms’ idiosyncratic
shocks, which is necessary to match the micro data. Inflation is therefore not as costly as in existing models,
even though my model’s business cycle implications are similar to the ones found in those models (e.g. Calvo)
in normal times. For this reason, a higher inflation target, aimed at reducing the frequency and severity of

recessions caused by the zero lower bound, is warranted.
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1 Introduction

Since the end of the 1980s, many countries around the world, including the U.S., have adopted a policy of inflation
targeting, in which the central bank explicitly declares a medium-term inflation rate. An important question for
monetary policy is: What is the inflation target a Central Bank should have?

Following the Great Recession, a number of economists have argued that a higher inflation target may be

L According to these economists, a

beneficial in the presence of a zero lower bound (ZLB) on nominal rates.
higher inflation target would raise average nominal interest rates, thus giving central bankers more room to react
in response to adverse macroeconomic shocks. A higher inflation target, however, would also have its costs. In
existing sticky price models, the major cost of inflation is that it induces inefficient dispersion in relative prices and
therefore productivity losses due to dispersion in firms’ marginal product.

This paper quantifies these costs and benefits of a higher inflation target. Since the main cost of inflation is price
dispersion, I discipline this cost with a menu cost model with idiosyncratic cost shocks that reproduces micro-price
behavior at low and high levels of inflation.? The model also generates realistic business cycle dynamics, owing to
a medium-scale macroeconomic model with a rich set of aggregate shocks and occasionally binding ZLB. Requiring
that the model reproduces aggregate business cycles is critical because the main benefit of a higher inflation target
is the reduction in business cycle volatility stemming from less frequent occurrence of ZLB episodes.

My main result is that the optimal inflation target in this environment is 3%, much greater than in existing
pricing models—see Billi (2011) and Coibion and Gorodnichenko (2012). T show, for example, that the optimal
inflation target in an otherwise identical Calvo pricing model would be 1%. The main reason why the optimal
inflation target is higher than in previous studies is that the cost of inflation is much lower in my model. Despite
this result, my model has similar business cycle implications in normal times. Inflation is less costly in my model
because of the interaction between idiosyncratic shocks and menu costs.

To see why idiosyncratic shocks are critical to my argument, consider first an environment with menu costs
but no idiosyncratic or aggregate shocks. In this model, all the prices are optimal at zero inflation target; hence
price dispersion is zero.?> For any positive level of inflation, the distribution of relative prices jumps from all the
prices being optimal to a uniform distribution within the Ss bands; thus, there is positive price dispersion. This
discontinuity at zero inflation, together with a first order increase in the width of the Ss bands with respect to
inflation, implies that the model with only menu cost has a larger cost of inflation than the Calvo model at low
levels of inflation—Tless than 3% —and a menu cost model with idiosyncratic shocks as I will explain below.

To see why menu costs are important for my argument, consider next my model with menu costs and id-

iosyncratic shocks. Since firms are exposed to real fluctuations of idiosyncratic marginal cost, misallocation and

1See Ball (2013), Blanchard, DellAriccia and Mauro (2010), and Williams (2009) for a revival of this old proposal by Summers
(1991).

2see Blanco (2015) for a proof of a one-to-one mapping between micro-price statistics and inefficient dispersion of relative prices for
any sticky price model.

3Strictly speaking, this result requires a very small probability of a free price change to generate a unique ergodic steady state.



productivity losses depend on the dispersion of markup. If a firm is hit by negative idiosyncratic cost shocks, then
positive inflation decreases the firm’s markups and offsets the idiosyncratic cost shock. In this case, higher inflation
offsets idiosyncratic shocks, decreasing the dispersion of markups. In the other case, whenever a firm is hit by
positive idiosyncratic cost shocks, higher inflation increases price dispersion. At zero inflation target, these two
effects cancel each other, generating a zero first order effect of inflation to price dispersion—this property holds
even in the Calvo model. Since with large idiosyncratic shocks, the width of the Ss bands and the symmetry of
the distribution of relative prices are almost constant, this effect prevails for low levels of inflation in my menu cost
model. The increase in the frequency of price changes coming from the firms hit by sufficiently large positive cost
shocks is almost canceled out by the reduction of price changes coming from firms with large negative cost shocks.
Thus, the low cost of inflation does not come from a significant increment in the frequency of price changes: raising
inflation from zero to three percent inflation target increases the frequency of price changes from 10.05% to 10.3%.

I continue with an overview of the ideas in this paper and how they relate to other contributions in the literature.

Model for Optimal Inflation Target: The pricing model I use is a menu cost model in which producers
have free random price change opportunities and a mixed normal distribution for firm shocks— Nakamura and
Steinsson (2010) called this model the CalvoPlus model, which for simplicity I will refer to as the menu cost model.
This model matches, among others things, small price changes, large size of average price changes and fat tails in
the price change distribution in low inflation environments. Additionally, this model has the capacity to generate
micro-price statistics like frequency of price change and the extensive margin component of inflation volatility in
high inflation environments.

Since my goal is to study business cycle stabilization due to a lesser incidence of the ZLB, I depart from a
standard menu cost model in several dimensions. First, monetary policy is endogenous and responds to aggregate
shocks with a Taylor rule subject to an occasionally binding ZLB. Second, I introduce a rich set of aggregate
shocks to productivity, government expenditure, risk premium, and nominal rates to generate realistic business
cycle dynamics of output and inflation. Third, I assume Greenwood-Hercowitz-Huffman (GHH) preferences and
intermediate inputs in production. These features allow the model to match the low sensitivity of inflation to output
observed in the data. Together with the pricing model, these three features generate business cycle fluctuations of
inflation that resemble the US economy.

Since the main trade-off comes from mean price dispersion versus consumption and labor volatility, I assume
Epstein-Zin preferences that can capture the cost of business cycle without affecting the inter-temporal elasticity
of substitution—see Alvarez and Jermann (2004).

Pricing Behavior Implications of the Model: My model is flexible enough that, with a suitable change
of parameters, it nests the key pricing model used heretofore in the literature: the Calvo model, the Golosov and

Lucas (2007) model, the Gertler and Leahy (2008) model, and intermediate combinations of these models, like



the ones studied in Nakamura and Steinsson (2010) and Midrigan (2011).% T use the data to pin down its key
parameters. In particular, I estimate the model to match the average price change distribution at 2% inflation
target using monthly price quotes recollected for the UK’s CPI. In order to do this, I clean the data with respect to
sales, product substitution, out-of-season, outliers, and product-level heterogeneity. In addition to matching these
low-inflation price statistics, the model can match pricing behavior in medium and high inflation environments, both
across countries and across products. The first evidence my model matches is across countries: 1) the elasticity of
frequency of price change with respect to inflation, and 2) the decreasing intensive component of inflation volatility
with the level of inflation. The second evidence is across products. Since for the same product I have a large
sampling across shops and regions—an unique property of the UK’s CPI data—TI can compute the frequency of
price change, the standard deviation of price change, the skewness of price change, and the mean inflation for
each product. I find a positive relation between frequency of price change and mean inflation—which the model
quantitatively matches—but also an insignificant relation between skewness of price changes and inflation. Since
inflation is costly if it generates a large asymmetry in the price change distribution, I don’t find evidence of it
exploiting product heterogeneity in inflation levels.

My paper contributes to the optimal inflation target level literature—see Schmitt-Grohé and Uribe (2010) for
a description of the costs and benefits of a higher inflation target. The effect of the ZLB on the optimal inflation
target has been studied in Walsh (2009), Billi (2011) and Coibion, Gorodnichenko and Wieland (2012). This paper
extends their analysis by using a menu cost model with idiosyncratic shocks that reproduces micro price data.

Business Cycle Implications of the Model: In addition to matching the micro-price statistics, my model
model also reproduces salient business cycle statistics in the data. In particular, I verify that the business cycle
dynamics in my model are similar to the Calvo model without ZLB and a low inflation target. Hence, my model
is consistent with the main model used by central banks for its ability to reproduce macroeconomic dynamics. To
formalize this argument, I show that an econometrician with only aggregate time series could not distinguish which
model generates the data in a finite sample though VARs or business cycle statistics.

The result of similar business cycle dynamics without ZLB depends on the pricing model and general equilibrium
effects due to a Taylor rule. To explain the effect of the latter mechanism, notice that in my model monetary policy
responds to inflation, so the effect of a steeper Phillips curve on equilibrium inflation volatility is partially offset
by movements in the nominal interest rate. To see this argument, assume a structural shock that increases the
output-gap. Since nominal interest rate depends on inflation, in the menu cost model nominal interest will increase
by more than in Calvo; consequently, the equilibrium output-gap responds by less and therefore so does inflation.

I will offer a brief sketch of how my model works at the ZLB at low and high inflation targets. A liquidity trap
is a situation where the real interest rate is too high. This leads to excessive saving, and since the nominal interest

rate cannot decrease due to the ZLB, this exacerbates the depression of spending and output, which in turn creates

4Multi-product firms with fat tail idiosyncratic shocks are observational equivalent to the free random probability of adjustements.



more deflationary pressures. At a low inflation target, a depressed inflation implies deflation; thus firms’ relative
prices hit the upper Ss bands, and firms choose to reduce their price optimally. Hence, in the aggregate, a small
measure of firms will make large price changes, with its respective impacts on inflation, real rate and output-gap;
these changes then feed back to new price changes generating a large deflationary spiral. At a high inflation target,
a depressed inflation implies low inflation, so firms’ relative prices do not hit the upper Ss bands, and firms only
change their price if they are hit by large idiosyncratic shocks or zero menu cost. Importantly, this mechanism
relies mainly on the distribution of price changes and not on the total number of price changes.

The paragraph above makes it clear why the ZLB breaks the equivalence result of aggregate dynamics in the
Calvo and my menu cost model. Without ZLB, a strong response from the monetary authority mitigates a steeper
Phillips curve in equilibrium inflation dynamics. With a ZLB constraint for the monetary authority, this result
is reversed: monetary authority’s incapacity to respond to adverse macroeconomic shocks exacerbates a steeper
Phillips curve in equilibrium inflation dynamics.

The equivalence between the Calvo model and my menu cost model is reminiscent of results in Gertler and
Leahy (2008) and Midrigan (2011). My paper contributes to this literature by showing an equivalent set of results
in a medium-scale general equilibrium model with a Taylor rule that can generate empirically realistic business
cycles. There are several papers that study the macroeconomic consequence of the ZLB in a medium scale New
Keynesian model—see Cuba-Borda (2014), Ferndndez-Villaverde, Gordon, Guerrén-Quintana and Rubio-Ramirez
(2015) and Gust, Lopez-Salido and Smith (2012)—with Calvo pricing. My contribution with respect to these
papers is to extend their study of ZLB dynamics to a menu cost model.

Normative Implications of the Model: The optimal inflation target in my menu cost model is 3%; with
the same preference and technology in a Calvo model, it is 1%. To understand the main reasons for this result, I
begin from the observation that any sticky price model can be described with a set of wedges from the neoclassical
growth model; thus the welfare depends on these wedges and the structural shocks that affect the feasible set of
consumption and labor in the economy like productivity and government expenditure.

The first wedge, the labor wedge, comes directly from the stochastic process of output-gap. A higher inflation
target decreases the business cycle volatility of the output-gap for two reasons. First, it decreases the probability
of hitting the ZLB. Second, in the menu cost model, a higher inflation target reduces the extensive component of
the deflationary spiral during liquidity traps, as I explain above. Additionally, at low levels of inflation targets, the
average output-gap is lower. Thus, a higher inflation target for levels of inflation less than 4% increases the mean
and decreases the volatility of the output-gap.

The second wedge, the productivity wedge, comes directly from the inefficient dispersion of the relative prices and
its effect on the aggregate productivity. First, I show that strategic complementarities in the form of intermediate
inputs generate a larger cost of inflation since they increase the elasticity from the inefficient dispersion of the

relative prices to productivity. Second, I show that when I estimate the menu cost model to be consistent with



pricing behavior, price dispersion increases 10 times less than in the Calvo between 0% and 6% inflation, even if
47% of price changes are due to random free price adjustments. Large idiosyncratic shocks, and not a large increase
of the frequency of price changes, are critical for this result.

The cost of inflation in menu cost models has been analyzed by Burstein and Hellwig (2008), Alvarez, Gonzalez-
Rozada, Neumeyer and Beraja (2011), Nakamura, Steinsson, Sun and Villar (2016) and Blanco (2015). Burstein
and Hellwig (2008), Alvarez et al. (2011) and Nakamura et al. (2016) analyze the cost of inflation in an off-the-shelf
menu cost model consistent with micro-data of high inflation environments. My paper contributes to this literature
since I incorporate a menu cost model in a standard New Keynesian model to analyze policy trade-offs with a
realistic cost of inflation.

Solution Method: There are two challenges to numerically solve a menu cost model in a medium scale DSGE
New Keynesian model. First, the firm and aggregate equilibrium conditions have kinks, eliminating perturbation
methods as a means to solve these economies. Thus, I rely on global projection methods. Due to the curse of
dimensionality and since the Smoliak interpolation method does not work to approximate idiosyncratic equilibrium
conditions, I developed a new interpolation method where I combine Smoliak interpolation with splines projection
methods. I call this method Completed Smoliak Interpolation method.

Secondly, since the state of the economy is the distribution of relative prices, the solution method I use to
compute this economy is Krusell-Smith. I find that the standard application of this algorithm fails in these
economies, so I develop a modified version of this algorithm. In my model, Krusell-Smith consists of obtaining the
inflation policy function in the simulation and using this function to solve aggregate and idiosyncratic equilibrium
conditions. Thus, the inflation policy is obtained in the simulation separately from the solution of equilibrium
equations. But replacing the Phillips curve with the inflation policy function, at the moment of solving aggregate
equilibrium conditions, implies nominal and real interest rates that depend only on the state of the economy.
Since nominal and real interest rates do not react to output-gap whenever solving idiosyncratic and aggregate
equilibrium conditions, there is indeterminacy at the moment of solving aggregate conditions. To avoid this
problem, I modify the Krusell-Smith algorithm to incorporate the intensive margin of the Phillips curve whenever
solving the equilibrium conditions.

Section 2 describes the model. Section 3 presents the equilibrium conditions in a simplified version of the model
and shows the modified Krusell-Smith algorithm together with the projection method I used. Section 4 calibrates
the model. Section 5 analyzes the positive dimensions of the model with respect to micro-pricing behavior and

business cycle dynamics and section 6 analyzes the optimal inflation target. Section 7 concludes.



2 Model

Time is discrete. There is a continuum measure one of intermediate firms indexed by ¢ € [0, 1], a final competitive
firm, a representative household, a central bank and a government.

The final competitive firm produces output Y; using intermediate firms’ production %;; subject to random

(L))

where the final output uses a Dixit-Stiglitz aggregator with elasticity ~.

idiosyncratic shocks Ay;

Intermediate firms are monopolistically competitive. The intermediate good firm ¢ produces output y;; using
labor [;; and material n;;, and the productivity of the firm is given by an idiosyncratic component A;;, an aggregate

component 7, and a labor augmented productivity I'y = (1 + g)* according to

Yri = Aunean (Do) " (2)

The firm’s production function features intermediate inputs as in the data. This technological assumption
adds real rigidities in the model: the firm’s policy function depends on its own marginal cost and aggregate price
level. There are two consequences of this assumption in the model: a flatter Phillips curve, which affects inflation
dynamics and the magnitude of the deflationary spiral; and a larger elasticity of productivity losses with respect
to inefficient price dispersion, which affects the cost of inflation.

Following the literature,® I refer to A;; as a quality shock. On one hand, a decrease in A;; increases the marginal
product of the final producer, but at the same time, it reduces the marginal product of the intermediate producer.
These two effects offset each other, in such a way that the marginal product of labor in firm ¢ with respect to the
final output is independent of A;;. The main reason to add this quality shock in the Dixit-Stiglitz aggregator is to
decrease the state space of the firm and the aggregate state of the economy (see section 3 for a detailed explanation).

The quality shock growth rate A;; follows a mixed normal distribution given by

1 .
My11; with prob. p
Alog(As) = ' st ~iia N(0,0ar) (3)
n?.1;  with prob. 1 —p
Idiosyncratic shocks allow the model to match the empirical facts with respect to firms’ micro-price behavior.
Moreover, as I show in section 6.3, the interaction between idiosyncratic shocks and menu cost is critical to have a

low cost of inflation.

Firms face a stochastic physical cost of changing their price. Every time the firm changes her nominal price,

5This formulation was first used by Woodford (2009) to keep his model tractable. It was also used by Midrigan (2011), Midrigan
and Kehoe (2011), Alvarez and Lippi (2012) and others.



she has to pay a menu cost given by 6, units of labor. The menu cost is an i.i.d. random variable over time with

the following process

@  with prob. 1 — hz
0y = (4)
0  with prob. hz
The menu cost is fixed to a constant number with a free price change opportunity with an i.i.d. probability.
The random menu cost allows the model to generate small price changes—as in the data—that cannot be matched

with a constant menu cost.

Households’ preferences are given by

Uy = w(Cy, L) (1 — B) + BE, U7 =oer

l1—0onp

w(Ch, Le) = a (1 = o) (Ct —Tin(1+x) L,}JFX) (5)

where 0., encodes a measure of risk aversion. Period utility follows GHH preferences specification, where C; is
aggregate consumption and L; is labor supply. The term I'; affects the disutility of labor and implies a balance
growth path in the model. GHH preferences allow the model have low volatility of inflation, since it decreases the
elasticity of the output with respect to the marginal cost for a given Frisch elasticity.

This paper computes the optimal inflation target; therefore, it is crucial to capture the benefit of business cycle
stabilization. With this objective in mind, I depart from expected utility and I calibrate the Epstein-zin parameter
parameter to match asset pricing facts with respect to the price of risk.

The consumer faces the following budget constraint given by
P.Cy+ By = Wil + /q)tidi + Np—1qR—1By—1 + T (6)

where W, and P, are the nominal prices of labor and consumption, ®;; are nominal profits for the intermediate
producer and T; are lump sum transfers from the government. B;_; is the stock of one-period nominal bonds
with a rate of return R;_17m:—14, where the second element generates a wedge between the nominal interest rate
controlled by the central bank and the return of the assets held by households. For this reason it is defined as a
risk premium shock. This shock can be micro-funded as a net-worth shock in models with the financial accelerator

and capital accumulation. Moreover, this shock allows my model to match the probability of hitting the ZLB.



The behavior of monetary policy is described by a Taylor rule given by

_ 1—¢, D Pa

* 1 + 4 * b Pt ¢ < Xt ) Y
Ri=|—— R _ XY -
! (5(1+9)_U”P) (Ficr) (Pt—1(1+7_7)) ‘ X1 firt

Ry = max {1, R} (7)

1=¢r

where R is the nominal interest rate, 7 is the target inflation, 7, is a money shock, and X; is the output-gap, i.e.,
the ratio between current output and the natural level of output defined in an economy with zero menu cost (an
economy without price rigidities). This quantitative Taylor rule describes the behavior of monetary policy with
binding and non-binding ZLB. I define R* as the shadow interest rate. Importantly, the shadow interest rate can
be below zero even after an economic recovery as optimal policy and empirical evidence in this framework suggests.

Aggregate output is equal to aggregate consumption plus government expenditure
}/t — /nndl = Ct -+ ntg (8)

where I used 74 to denote government expenditure. The government follows a balanced budget each period.

Aggregate shocks follow an AR(1) given by

log(nej) = (1 — pj)nj + pjlog(ni—15) + ojer;  €rj ~iia. N(0,1) 9)

where j € {r,q,z,g}. Next I will describe each agent’s problem and the equilibrium definition.

Household: The representative consumer problem is given by

U 10
{CtthI»%?iit;Ut}t 0 ( )

subject to (5) and (6) for all periods. From the problem of the representative consumer we have the stochastic

nominal discount factor

Us T UL(Crir, Lesr) P
Qir1 =0 Q 11
v Ei[Upii] e Ue(Cr, L) P ()

with QO =1.

Final Firm Producer: The final producer problem is given by

ax EO

m
{Ve{yeits} o

i@t (Pth - /Olptiytidiﬂ (12)

subject to (1). Given constant return to scale and zero profits conditions, we have that the aggregate price level



and the firm’s demand are given by
1 % A -
—~ .\ 7 iDti
P = </ (priAw)" Wdi) Ye(Avi, pri) = A <M> Y, (13)
0
Intermediate Firm Producer: The intermediate firm’s problem is given by

maxE
Pti

ith)ti‘| s.t.

t=0
(W)~ Py

A > — I(pi—1i # pri)Wibyi (14)

Dy =y (Atiapti) (pti - L(l - Tmc)

subject to (3), (4) and A_1,p_1 given. Note that I've already included the optimal technique in the marginal cost
11—«
of the firm with + = (1?7"‘)0‘ + (L) .

l—«

There is a subsidy to total cost denoted by 7,,. that allows my model to match two important objects for
the optimal inflation target: the elasticity of labor misallocation across firms with respect to the relative price
dispersion and the average level of markups. Without the cost subsidy, there is a trade-off between matching the

mean markup or the demand elasticity.

Equilibrium definition An equilibrium is a set of stochastic processes for (i) a policy for the representative
consumer {C, L, B,u,U}y; (ii) pricing policy functions for firms {py}+ and inputs demand {ny;, ly;} for the monop-

olistic firms; (iii) final output and inputs demand {Yy,{ys:}i}+ for the final producer and (iv) nominal interest rate
{R}+:

1. Given prices, {C, L, B}; solve the consumer’s problem in (10).

2. Given prices, {Yi, {ywi}i}e solve the final good producer problem in (12).

3. Given the prices and demand schedule, the firm’s policy py; solves (14) and inputs demand is optimal.

4. Nominal interest rate satisfies the Taylor rule (7).

5. Markets clear in each period:

1
/(ln-kf(]?ti?’épt—u)%)di = L
0

1
Yt*/ nydi = Cp+ g
0

Notice that menu cost implies real resources in the economy and therefore it has welfare implication with respect

to the optimal inflation target.
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3 Equilibrium Conditions and Solution Method

This section describes the equilibrium conditions and the solution method to compute it in a simplified environment.
Computing the equilibrium poses two challenges: 1) the combination of a Taylor rule for monetary policy and an
infinite dimensional aggregate state requires a non-standard application and evaluation of Krusell-Smith; 2) both
aggregate and idiosyncratic policy functions have kinks.

For exposition, and for exposition only, I simplify the model in several dimensions in this section: preferences

L1+x
1+x

are given by expected utility ., = 0 with period utility u(C, L) = log (C — ); the only input of production is

labor y; = A;l; and menu costs are constant; the risk premium shock is the only structural shock in the economy;

8 \1+=

equilibrium conditions of the main model are in the appendix C. The equilibrium conditions of the Calvo and the

_ b
and the Taylor rule is given by R; = max{1+7T ( I ) ,1}. I abstract from growth rate; thus g = 0. The

menu cost model together with the algorithm to compute the equilibrium in each model are in the online appendix

sections F and G.

3.1 Equilibrium Conditions

Firm’s Equilibrium Conditions: The relevant idiosyncratic state variable for firm ¢ at time ¢ is py; = ””Tf”, the
relative price multiplied by productivity. For simplicity, I define this object as relative price. The assumption that
productivity shocks also affect the demand of the intermediate input implies that the firm’s static profits depend
only on the relative price; thus, it is the only idiosyncratic state variable for the firm. Let v(p_,S) be the present

discounted value of a firm with previous relative price p_ and current aggregate state S. Then v(p_,S) satisfies

~ (& nc ﬁ_ eAa
’U(p_, S) EAa l:changglg)ihange {V (S), v < H(S) 7S) }:|

VB, S) = mu(S)C(S)p (P — w(S)) + BEs [v (5, 5") |S]}

Ves) = —9w(5)m1L(5)+mgX{WU(5)C(S)ﬁ_”(ﬁ—w(S))+6ESf [0 (p.S") IS} (15)

where mu(S), C(S),w(S) and TI(S) denote the marginal utility, aggregate consumption, real wage and inflation
respectively. The timing of the firms’ optimization problem is as follows: first, aggregate and idiosyncratic uncer-
tainty are realized; then the firm has the option either to change the price or keep it the same. If it changes the
price, it has to pay the menu cost 6.

The policy of the firm is characterized by two objects: (1) a reset price and (2) a continuation region. Let

P*(S) be the reset price, i.e. the firm’s relative price with respect to the aggregate price level. Then
P(8) = max {mu(8)C(S)p™ (B — w(8)) + BEs [v (B, ") [S]} (16)

The firm’s relative price does not depend on the idiosyncratic shock; it only depends on the aggregate state of

11



the economy and therefore it is the same across resetting firms. The continuation region is given by all relative
prices such that the value of changing the price is less than the value of not changing the price. Let ¥(S) be the
continuation region. Then

U(S) ={p: V™(p,9) 2 V(S)} (17)

Since the firm makes the pricing decision after aggregate and idiosyncratic shocks are realized, the firm’s policy
is given by changing the price and set a relative price equal to P*(S) if and only if % ¢ (9).

As is typical in models with heterogeneity, the firm needs to forecast equilibrium prices and quantities and the
aggregate state law of motion. If the firm knows these functions, then it has all the elements to take the optimal
decision in (15).

Aggregate conditions: The aggregate conditions are given by the household optimality conditions, feasibility

and the monetary policy rule

mul(S) = BROW(SEs | TS (19)

RL(S)X = w(S) ; mu(S)=a(C(S)— (1+x) " L) (19)
B 1+ (I(S)\*" . _L(S) - Q(S)8

R(S) = max{ 3 (1+7T> ,1} ; C’(S)—iA(S) (20)

where A(S) is labor productivity due to price dispersion given by

A(S) = / 7 1(dp) (21)

and f(p) is the distribution of relative prices after repricing and Q(S) is the measure of firms changing the price.

Aggregate equilibrium conditions depend on two outcomes of the firm problem: inflation and price dispersion.
Price dispersion only depends on the distribution of relative price and not the distribution of relative price and
idiosyncratic productivity shocks. This is a direct consequence of the structure of the quality idiosyncratic shocks.
To see this, notice that the technological assumptions over the idiosyncratic shocks imply that labor demand is
given by

Jusii=cis)| [ i) +oas (22)

where [;(S) are firm’s demand functions.
The key cross-equation restriction where the menu cost model deviates from the Calvo model is the cross-

equation restriction with respect to inflation. The next proposition shows the equilibrium condition for inflation:

Proposition 1 Define
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Inflation dynamic is given by

1

- 1—o)  \™
1) - (—amre) | w9
a(s) = F(dp-)g(dAa)
(p—,Aa)¢C(S)
~ eAa 1—v -
a=/ . )EC(S)mf<dﬁ>g<dAa>) (23)

where g(Aa) is the distribution of quality shocks innovations and f(p_) is the distribution of relative prices previous

period.

I define (.S) as the menu cost inflation. The menu cost inflation characterizes the distribution of relative prices
conditional on no price change. Since the mean of relative prices is fixed, it also reflects the relative position of
the price changes; thus, the menu cost inflation reflects the magnitude of the “selection effect” after an aggregate
shocks—see Golosov and Lucas (2007). Several properties are worth mentioning: 1) in the Calvo model menu cost
inflation is identical to 1; 2) rising inflation increases the mean of the menu cost inflation since a larger set of firms
change their price because they hit the lower Ss band.

Inflation is a function of three elements: the reset price, the firm’s inaction set, and the distribution of relative
prices from the previous period. Inflation depends on the forward-looking variables like the reset price and the
continuation set—they are forward looking since they solve the firm’s problem—and a backward-looking variable
given by the distribution of relative prices, which is backward looking because it depends on the history of firms’
previous choices.

Aggregate State: Given that inflation and price dispersion are the aggregation of the relative prices, the
distribution of relative prices is the state in the economy. I denote with S the state of the economy with the law
of motion T'(S’|S). Therefore, in this simplified economy, the state of the economy is S = (f(5_),n%) with the law
of motion T'(S’|S).

3.2 Solution Method

To solve this model numerically, I modified the Krusell-Smith algorithm and I developed projection methods to
approximate firm’s policy function. Next, I describe each development.

Modification of Krusell-Smith Algorithm: Given that the distribution of relative prices is part of the state,
I use the Krusell-Smith algorithm to solve this problem. However, the standard method to implement Krusell-
Smith does not work for this problem. The main reason is the following: whenever solving equilibrium conditions,
Krusell-Smith algorithm replaces a model’s equilibrium conditions with an approximation of the equilibrium policies
obtained in the simulation. In this model—as in many others—this could generate indeterminacy at the time of

solving the aggregate equilibrium equations. Next, I explain briefly the steps in Krusell-Smith and where it fails.
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Then, I briefly describe the modification of the Krusell-Smith algorithm and its evaluation in this model. See online
appendix section M for an analytical example where I can apply Krusell-Smith at hand and show the problem in
an specific example.

The Krusell-Smith algorithm consists of projecting price and quantities to a small set of moments of the
distribution of relative prices—one of the states of this economy—and the exogenous state. Let us define Sgx the
set of finite moments of the distribution in Krusell-Smith together with the exogenous shock 79, T'(S%x|Ssk) the
law of motion of the state, and II(Ssk), 2(Ssk) and A(Ssk) the projection of inflation and price dispersion with

respect to the state. Formally, the algorithm is given by
1. Given II(Sks), A(Sks), QSks) and I'(S%¢|Sks) solve aggregate conditions (18) to (20)
2. With the solution of (18) to (20), solve the firm’s value function (15).

3. Simulate and update II(Sks), A(Sks), Q(Ssk) and I'(Skg|Sks). Check convergence. If II(Skyg), A(Sks)

and I'(S% g|Sks) don’t converge, go to step 1.

To my knowledge, all Krusell-Smith formulations have this approach. The next proposition shows how the stan-

dard method generates multiplicity of solution of equilibrium equations at the step of solving aggregate conditions.

Proposition 2 For any II(Sks), A(Sks), I'(Sks|Sks) and A >0, if

{mu(Sks),C(Sks), L(Sks), R(Sks), w(Sks)} (24)

is a solution for (18) to (20) , then {A\mu(Sks),C(Sks), L(Sks), R(S),w(S)} is a solution, where C(Sks), L(Sks)

and w(S) solves

(- L\~

i dmu(Sks) =1 (C(SKS) 17 X) (25)
Proof. It is easy to see that {\mu(Sks),C(Sks), L(Sks), R(S),w(S)} satisfies all the equilibrium conditions. m

From proposition 2 we can extract three observations. First, since I didn’t make any assumption about Skg,
the main result in proposition 2 does not depend on the selected moments in the Krusell-Smith approximation.
Second, the result does not depend on using global or projection methods. Third and more importantly, it is not
saying that the economy has multiplicity of equilibriums, but rather it is saying that the method for computing
the equilibrium generates multiplicity at the moment of solving aggregate equilibrium conditions.

To understand the implication of previous propositions, we need to understand how models with price rigidities
work. Assume a deviation from the equilibrium with an increase in consumption. This increase in consumption

raises the real marginal cost, and due to the Phillips curve, it also raises inflation. If the Taylor principle is satisfied,
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this change in inflation impacts the real rate, feeding back to consumption again, undoing the original increase.
It is the general equilibrium effect between households, firms and the Central Bank that generate uniqueness
of equilibrium. The Krusell-Smith algorithm breaks this general equilibrium effect at the moment of solving
equilibrium equations since the Phillips curve is replaced by the inflation policy obtained in the simulation.

The main problem until now is that in the aggregate equilibrium conditions, there is no information on the
relationship between inflation and real marginal cost, i.e. the Phillips curve. The solution I propose is to apply
Krusell-Smith to the frequency of price change and menu cost inflation, and solve jointly the aggregate and idiosyn-
cratic equilibrium condition. Even if this method generates some numerical challenges—which I have solved—it
provides the central bank with the cross-equation restriction of the intensive margin of the Phillips curve, breaking
the multiplicity mentioned above in the step 1. Through numerical computation, it seems a reliable method since
it provides an unique solution whenever solving equilibrium conditions.®

Before describing the solution, I need to find the state. In models with nominal rigidities, the important object
for the repricing of the firm is the markup, the ratio between the relative price and real marginal cost. Therefore I
use real marginal cost in the previous period as the state in Krusell-Smith. This variable is significant to predict
menu cost inflation. Moreover, I use price dispersion in the previous period. This variable approximates the second
moment of the relative prices distribution and predicts menu cost inflation and itself. Next I describe the algorithm

used to solve the model.

1. Guess A(w_,A_,7n9), Qw_,A_,n?), p(w_, A_,n?) as a function of the state.

2. Solve for the equilibrium conditions: the joint system of (15), (18) to (20), and (23). Get the law of
motion for inflation and real wage (mu,C,w,II)(w_,A_,n?), and the continuation set and reset price

(V(w—, A, n?), P*(w_,A_,n?)).
3. Simulate a measure of firms and compute {2, ¢, S};.

4. Project ), ¢ on the state. Check convergence. If not, update and go to step 2.

Note that price dispersion is the only law of motion of the state obtained in the simulation. Since the business
cycle fluctuations of price dispersion are small, the law of motion for all the relevant endogenous states comes from
solving the aggregate and idiosyncratic equilibrium conditions in step 2—mnot from the simulation. Secondly, even
without the ZLB, I need to solve the model globally given the kinked property of idiosyncratic policies. Third, this
method breaks the separability in the equilibrium solution. With the previous implementation of Krusell-Smith, it
was possible to solve the aggregate conditions separate from idiosyncratic conditions, dividing the system into two

sub-systems. Now, the aggregate and idiosyncratic equilibrium conditions must be solved together.

6 Aggregate kinks and the large dimensionality of the aggregate state eliminate methods like Reiter (2009), and implemented in menu
cost models by Costain and Nakov (2011).
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Validity of the Modified Krusell-Smith Algorithm: I verify the validity of the Krusell-Smith algorithm
checking the equilibrium conditions with the simulated inflation, price dispersion and frequency of price change.”
For each variable, I construct the solution of the equilibrium equations with the Krusell-Smith projected inflation,
price dispersion and frequency of price change and also with the simulated version of these variables. Then, for all
the variables, I compute the difference between each way of computing them to verify the degree of Krusell-Smith
approximation. Appendix C describes the construction of the errors for each variable and section N in the online
appendix plots the time series. Table IV shows the errors of Krusell-Smith for the levels of inflation target from
0 t 6. For example, with simulated inflation, the standard deviation of the error of nominal interest rate over the
standard deviation of nominal rates is 0.026% at zero inflation target with no ZLB and increases to 0.645% in the
model with ZLB. At 6% inflation target, these errors increased to 0.082% and 0.072%. Thus, there is a good fit in
the Krusell-Smith algorithm.

Projection Method: Due to the curse of dimensionality, I use the Smoliak sparse-grid method as in Judd,
Maliar, Maliar and Valero (2014) with anisotropic construction. I found that the Smoliak interpolation method
generates a good approximation for the aggregate conditions, but not for the firm’s value function. Figure VIII
in the online appendix shows firms’ value function using the Smoliak interpolation method. As we can see in the
figure, there is a bad fit with respect to the value function in different points of the state. This is because smooth
polynomials cannot describe the kinks in the value function and because the sparse grid method does not generate
enough grid points in the continuation region. The continuation region is the critical set that gives information
about the value function. To solve this problem, I extended the method in Judd et al. (2014). The main idea is
to use splines interpolation in the firm’s idiosyncratic state variables and the Smoliak interpolation method in the
firm’s aggregate state variables. Figure VII in the online appendix plots firms’ value function. See online appendix
section L for more details of this projection method. I define this method as the Completed Smoliak Interpolation

method.

4 Calibration

I calibrate the model to qualitatively evaluate the optimal inflation target. I solve the model for two different
calibrations: (1) the menu cost model with finite menu cost and idiosyncratic quality shocks; and (2) the Calvo
model with infinite menu cost and no idiosyncratic quality shocks. Solving the Calvo model provides me with a
benchmark to compare my results against the menu cost model. The main reason I didn’t use idiosyncratic shocks
in the Calvo model is that price dispersion is infinite at levels of inflation target higher than 5%. Table I shows the

model parameters for the menu model.

71 did not use the R? as most papers do, mainly because if a variable has a small effect on the ergodic set of the equilibrium equation,
the fit of the projection do not inform us of the fit of the model. Hence, there is no significant law of motion of the aggregate state
estimated in the simulation.
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The strategy to calibrate the model is to divide the parameters into three separate sets: (1) preference and
technology; (2) menu cost and idiosyncratic shocks; and (3) Taylor rule and aggregate shocks. I externally calibrate
the parameters for preferences and technology with micro-evidence of their empirical counterpart. I estimate
the random menu cost and the idiosyncratic shocks processes with the GMM method to match the price change
distribution in the data at 2% inflation target. In this step, I use the steady state of the menu cost model and I verify
ex-post that the model with business cycle reproduces similar facts with respect to the price change distribution.
I calibrate the Taylor rule and the aggregate exogenous shocks to match their empirical counterpart during the
period of the great moderation in the US economy estimated with Calvo pricing model. This methodology is correct
since these two models generate similar business cycle dynamics without ZLB. I find it impossible to estimate all
the parameters in the menu cost model since it takes an entire day to solve the model with business cycle for a

given set of parameters.
Table I — PARAMETERS VALUE AND TARGETS

Parameter Value Target

Preferences and technology

B : discount factor 0.9651/12(1 + g)onr Interest Rate 3.5%

Oez : encodes risk aversion —100 Literature

Onp : encodes inter-temporal elas. 1.5 Greenwood, Hercowitz and Huffman (1988)
X : labor supply elasticity 0.5 Greenwood et al. (1988)

~ : demand elasticity 3 Micro-estimate (3-4)

a : share of intermediate inputs 0.5 intermediate inputs/total output of 0.7

g : growth rate 0.0017 2 % GDP growth rate

Tm e : cost subsidy 0.26 Aggregate markup 10%

Random menu cost and quality shock processes

(0k,02) : idiosyncratic shock innovations  (0.2075,0.0145) GMM—oprice statistics at 2% inflation target
p : prob. of large idiosyncratic shock 0.0699 GMM—oprice statistics at 2% inflation target
hz : prob. of free price adjustment 0.0479 GMM—price statistics at 2% inflation target
6 : menu cost 0.305 GMM—price statistics at 2% inflation target

Taylor rule and aggregate shocks

(éry Py Pme, Pame): Taylor rule (0.86,1.80,0.64,0.00) Del Negro, Schorfheide, Smets and Wouters (2007)
(pz,02100) : productivity shocks (0.98,0.055) Cociuba, Prescott and Ueberfeldt (2009)

(pG,06100) : gov. expenditure shocks (0.95,0.22) Del Negro et al. (2007)

(pr,or100) : taylor rule shocks (0,0.125) Del Negro et al. (2007)

(pg,0@100) : risk premium shocks (0.97,0.055) International ZLB frequency and Coibion et al. (2012)

Preferences and Technology: A period in the model is a month. Thus, I choose 8 = 0.9651/12(1 + g)omr
because it implies a risk-free annual interest rate of 3.5%. I calibrate g = 0.0017 to match the annual US growth
rate of 2%. The GHH preferences parameters are set to o,, = 1.5 and x = 0.5 as in Greenwood et al. (1988),
which uses micro-evidence to calibrate these parameters. I set 1, to match the ratio of government expenditure
over output equal to 0.25, the historic US average.

For the production function, I choose an elasticity between inputs v equal to 3, a middle value in micro—

estimates.® For the production technology, I set the elasticity with respect to materials equal to 0.5 to match

8See Barsky, Bergen, Dutta and Levy (2003), Nevo (2001) and Chevalier, Kashyap and Rossi (2000) for micro-estimates between 1
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intermediate inputs over total output in the US economy of 50%. Finally, I calibrate 7,,. to match an aggregate
markup of 10%.

I set the Epstein-Zin parameter equal to -100 to match previous calibrations of Epstein-Zin preferences in the
literature.? Importantly, in my paper it is most critical not to overestimate the cost of business cycle. From
Alvarez and Jermann (2004) we know that there is a one-to-one mapping between the cost of business cycle and
the difference between the rates of return of two assets: 1) an asset that pays aggregate consumption with business
cycle fluctuation; and 2) an asset that pays the trend consumption. This Epstein-Zin parameter setting ensures
that I will not generate a counter-factual difference of rate of return in the previous two assets. Additionally, the
equity premium and the bond premium are 1.29% and 0.4% in my model, also much lower than in the data. See
online appendix section H for more details on these computations and on asset pricing implications of the model.

Whenever I compute the optimal inflation target in the Calvo model, I use indexation of prices with respect to
business cycle fluctuation of inflation whenever inflation target is more than 3%. I set indexation between 0 and
50% for the Calvo model to satisfy stability in the global solution. Importantly, A = 0 for the optimal inflation
target.

Random Menu Cost and Quality Shock Stochastic Processes: I estimate the random menu cost and
quality shock stochastic processes to match moments in the price change distribution together with the physical
cost of menu cost.!? There are 5 parameters to estimate: the menu cost (6), the probability of zero menu cost (hz),
and parameters for the stochastic process of the quality shocks given by ({04} =12 p). I choose these parameters
to minimize the distance between a number of moments in the steady state of the menu cost model and in the data.
Table II describes the moment in the data and in the model in the steady state with the estimated parameters. I

choose the parameters so as to minimize the distance

31 data model \ 2
moment: — moment}
E weight, ( : o > (26)
p 1 + abs(moment{**)

between a set of 31 moments in the model and in the data. For the moment in the data I choose the physical cost

of the menu cost of 0.6% computed in Zbaracki, Ritson, Levy, Dutta and Bergen (2004) and Levy, Bergen, Dutta

and Venable (1997). The physical cost of the price changes in the model is given by the model of Q;ngt The
rest of the moments are with respect to the micro-price statistics computed with the UK’s CPI price quotes . Next
I describe this data and the main steps used to compute the moment in (26).

T use monthly price quotes recollected for the consumer price index (CPI) micro dataset of the United Kingdom’s

Office for National Statistics (ONS). This dataset offers several advantages. First, it is representative of the whole

economy since it reflects all the prices in the consumer consumption basket. Second, it is publicly available from

and 5 and Burstein and Hellwig (2007) estimate an elasticity of substitution between 1.55 to 4.64.

9Rudebusch and Swanson (2012) use -73. Similar numbers were found in van Binsbergen, Fernandez-Villaverde, Koijen and Rubio-
Ramirez (2008) and Caldara, Fernandez-Villaverde, Rubio-Ramirez and Yao (2012). Pariés and Loublier (2010) found a much larger
value.

10The estimated parameters are robust if I exclude the physical cost of menu cost; see online appendix VII.
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the time period 1996M1-2016M3. Third, it has similar micro-price facts as other low-inflation countries like the
United States, Canada, and the European Union countries.!!

The ONS office surveys prices for goods and services in the United Kingdom. In total, there are 31 million price
quotes in the time period between 1996 and 2016 at monthly frequency. There is a large advantage to using the
UK’s CPI price quotes: since the ONS office constructs aggregate inflation by departing from product price index,
they generate a large sampling across stores and regions for the same product. To give a concrete example, instead
of simply constructing a single index for a large number of breakfast cereals, they sample prices of two particular
brands of cereal across stores and regions in UK—cereal box 1 and 2. Thus, it is possible to download from ONS
the product level CPIs to construct the aggregate CPI.

Since the price change distribution is critical to my calibration, and therefore to the cost of inflation, I apply
several filters to render the data compatible with the model in the computation of price statistics. I apply standard
filters used in previous studies like Klenow and Kryvtsov (2008) and Nakamura and Steinsson (2008): I complete
price quotes for temporary missing observations (less than a year) and out-of-season with the last available price. I
redefine an item as a new product whenever there are more than 12 consecutive missing observations. Moreover, I
drop price changes with non-comparable product substitutions, outliers and months with changes in the VAT tax
rate.

My model abstracts from sales and multi-product heterogeneity; hence, I computed the micro-price facts filtering
sales and product heterogeneity from the data. See section B in the appendix for details in each filter and table VI

in the online appendix where I report the data with each different filter.

e Filter for sales: The ONS data has a flag denoting sales for each price quote. I found that this flag does
not characterize all temporal price decreases/increases where the price change and then comes back to the
same level. Therefore, I drop all price changes with the sale flag and then I apply an additional filter that
identifies sales: price changes where the price of the item before and after price changes is equal. Around
10% of the total price changes are identified with sales flags and another 10% of the total price changes are

dropped with my filter.

e Filter for product heterogeneity: There is a large heterogeneity across different products. In order
to control for heterogeneity, I generate a normalized price change distribution denoted by g(Ap) from the
original price change distribution f(Ap). If Apij is the price change of product-location-shop ¢ at time t of
the product j, then I generate the standardize price change Aﬁij as

Apl? —E[ApY|i € product j]
Std[Ap}’|i € product j]

S0
=

Std[Apy’] + E[Ap)’] (27)

11See Alvarez, Dhyne, Hoeberichts, Kwapil, Bihan, Liinnemann, Martins, Sabbatini, Stahl, Vermeulen et al. (2006) and Kryvtsov
and Vincent (2014).
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where E[Ap|i € product j], Std[ApY|i € product j] denotes the product-level mean and standard deviation
of price changes and Std[Ap:], E[Api] denotes the aggregate mean and standard deviation of price changes.
In the online appendix section E, I show that this aggregation cleans heterogeneity in the Calvo, menu cost
and Taylor models. Moreover, without this aggregation kurtosis is more the outcome of heterogeneity than of
the pricing model. For example, the kurtosis of price changes without this transformation is 7.7, while with

this transformation it is 3.9.

Each filter affects micro-price moments, and therefore the estimated parameters and the cost of inflation. Sales
increases the frequency of price and the mean absolute price change, with the direct effect in the magnitude of
idiosyncratic shocks, reducing the cost of inflation. As we can see in table VII in section D in the online appendix,
idiosyncratic shocks without the filter of sales are twice as large as without this filter—columns 1 and 3. The
heterogeneity filter affects the estimated ratio between the frequency of free price adjustment over total price
changes: without this filter this ratio is 70% and with this filter this ratio is 47%. Intuitively, with this filter the
model is more “menu cost” than “Calvo”. Without the physical cost of menu cost in the GMM, a kurtosis of 7.7
implies 100% of free price adjustment.

Taylor rule and aggregate shocks: I use Del Negro et al. (2007) estimates at monthly frequency to calibrate
the rest of the parameters since they restrict their estimate to the great moderation, the target in my model. Since
Del Negro et al. (2007) ignore price dispersion from the output-gap definition in the Taylor rule, I use real marginal
cost in the Taylor rule instead of output-gap to be consistent with the previous estimates—I re-scale the parameter
of the Taylor rule with respect to the real marginal cost to be consistent with them. The only parameters I don’t
use from Del Negro et al. (2007) are those from the aggregate productivity process. I reproduce business cycle
statistics of the linear trended output per hour computed in Cociuba et al. (2009) for the aggregate productivity.

It is difficult to find an empirical counter-part to the risk premium shocks; therefore, I partially follow the
calibration strategy of Coibion et al. (2012). I calibrate the persistence of the risk premium shock to match the
routinely high persistence of the risk premium in the financial series they use; thus, I target a quarterly persistence
of the risk premium shock to 0.94—1I use p; = 0.97.

The innovations of the risk premium shocks are chosen to match the international evidence of the frequency
of hitting the ZLB across countries. To calibrate the probability of hitting the ZLB, I construct an international
database for CPI inflation and policy rates of the majority of countries around the world from the International
Financial Statistics of the IMF and FRED. Appendix A describes the calculation in detail and figure VII describes
mean inflation and mean probability of hitting the ZLB for each country and the average across countries.

The first criterion I use to compute the frequency of ZLB is to have a stable inflation target—as in my model.
For example, a large body of economic research argues for a shift in trend inflation in the US during the period
1970-1980—see Coibion and Gorodnichenko (2011) and Cogley and Sbordone (2008). Thus, I discard time periods

before 1988Q1, since before that date central banks did not incorporate implicit or explicit inflation targeting. The
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second criterion is to focus on moderate inflation, i.e. mean levels of inflation between 0 and 4%. Therefore, I
drop all countries with average inflation more than 4% such as Mexico, Turky and Peru. In the sample, there are
countries that hit the ZLB around 30% and 66% of the time, such as Switzerland and Japan, but also countries
such as South Korea, New Zealand and Australia that hadn’t hit the ZLB. I compute the average inflation across
countries and the probability of hitting the ZLB. The mean inflation is 2.3% and the probability of hitting the ZLB

is 14%. I calibrate the innovations of the risk premium shock to match this probability.

5 The Model At Work: Positive Implications of the Model

This section provides compelling evidence of the positive dimensions of the model before analyzing the optimal
inflation target. On the micro-side, the model is able to generate the price change distribution observed in low
inflation countries, as well as the relationship between the micro-price statistics and different levels of mean inflation.
On the macro-side, the model has similar business cycle dynamics to Calvo—the main model used by central
banks—at low inflation levels with no ZLB constraint. Moreover, the model without ZLB fits the US business cycle
moments during the great moderation, under-predicting the volatility of inflation. Finally, at low inflation targets,
the menu cost model generates larger deflationary spirals since there is a large selection effect at the moment the

economy hits the ZLB.

5.1 Micro-Pricing Behavior

The price change distribution in low inflation economies has several characteristics that are robust across countries.'?
First, prices respond more to idiosyncratic reasons than aggregate. For example, almost one-half of the price changes
are price decreases, and conditional on a price change, the average price change is around 10%. Since aggregate
inflation is positive, low and with low volatility in low inflation economies, only idiosyncratic shocks can explain
these facts. Second, there are a large amount of small and large price changes in the price change distribution that
cannot be accounted for by an off-the-shelf menu cost model. For example, the 10th and 90th percentile of the
absolute value of the price changes are around 1-3% and 20-25% across different studies.

These common facts across countries hold in the UK economy as table IT describes. The mean price change in
absolute value is 12% and the median is 1%. Therefore, prices respond more to idiosyncratic reasons than aggregate
in UK, as they do in the rest the rest of the countries—for example, in US Midrigan (2011) describes exactly the
same numbers. Additionally, the kurtosis is 3.9; and the 10th and 90th percentiles are 1% and 23%.

My menu cost model with idiosyncratic shocks can account for the price change distribution in UK—and
therefore in low inflation economies. Several features of the my model allow to match the data. The random menu

cost generates small price changes—almost 50% of price changes are given with zero menu cost. The mixed normal

12See Klenow and Malin (2010) for a review of the studies.
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Table II — Price Change Distribution Data-Model at 2 Percent Inflation Target

Data Model
moments Raw With filters | Steady State  Business Cycle
Absolute Value of Price Change
Mean 0.105 0.122 0.129 0.131
Standar deviation 0.125 0.111 0.120 0.123
Price Change
Mean 0.027 0.011 0.016 0.016
Standar deviation 0.161 0.165 0.176 0.179
Skewness 0.228 -0.007 -0.103 -0.121
Kurtosis 7.577 3.941 3.830 4.034
5th percentile -0.228 -0.270 -0.294 -0.300
10th percentile -0.136 -0.190 -0.212 -0.216
25th percentile -0.025 -0.081 -0.075 -0.072
50th percentile 0.024 0.014 0.014 0.015
75th percentile 0.077 0.098 0.112 0.114
90th percentile 0.184 0.211 0.234 0.233
95th percentile 0.288 0.295 0.316 0.316
Frequency of price change 0.119 0.102 0.100 0.101
Cost of price adjustment*100 0.600 0.600 0.604 0.612
Ratio free/costly price adjustment | -100.000 -100.000 0.478 0.475

Selected moments of micro-price statistics in the GMM. Column 1 describes the price statistics with standard filters as Klenow and
Kryvtsov (2008) and Nakamura and Steinsson (2008). Column 2 describes the price statistics computed with the filters explained in
section 4. Columns 3 and 4 describe the price statistics in the model with and without business cycles.

distribution generates large price changes with relatively small Ss bands; without it, the model cannot generate
large price changes. Finally, as I remark in section 4, since the price change distribution depends mainly on the
idiosyncratic shocks, the model with business cycle dynamics generates the same price change distribution as the

steady state economy—see columns 3 and 4 of table II.

Result 1 (Micro-price statistics at 2% Inflation Target I) My menu cost model generates the price change

distribution as in the UK economy.

The Calvo model—or any pricing model—without idiosyncratic shocks cannot replicate the price change distri-
bution. This property is the direct consequence of the fact that aggregate shocks are relatively small in comparison
to idiosyncratic shocks, and therefore this model cannot reproduce the observed price distribution in the data.

Low inflation price statistics have the capacity to identify the ratio between the frequency of free adjustment
and total adjustment alone. In table VII in the online appendix, I repeat the estimation with zero weight in the
physical cost of menu cost. The estimated parameters are similar to the estimation with physical cost of price
adjustment; the biggest difference is the frequency of zero menu cost that increases from 0.048 to 0.052. Since
kurtosis of price changes in the data is 3.9 and the Calvo model has kurtosis of at least 6, the ratio between free

price adjustment and total price adjustment should be less than one.
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A question that arises is the following: is this calibration consistent with micro-pricing behavior at higher
inflation environment? Next, I show that this is the case using international evidence and product level evidence.

International Evidence of Pricing Behavior at High Inflation: There are two empirical facts of pricing
behavior at different levels of inflation: 1) the frequency of price changes increases with the level of inflation;
2) the intensive component of inflation volatility decreases with the level of inflation. To show the first fact, I
construct a panel-data with frequency of price change and inflation across different countries—see table X in the
online appendix. Figure XX in the online appendix plots a linear fit between the frequency and the inflation in
the data and in the model without business cycle—I find that for levels of inflation more than 2% the frequency of
price change with and without business cycle are almost identical. The model matches quantitatively the average
sensitivity of the frequency of price changes with respect to inflation; even more, it underestimates this relation.
Secondly, the model can match the decreasing intensive component in the business cycle fluctuations of inflation
as Klenow and Kryvtsov (2008), Gagnon (2009) and Wulfsberg (2010) have shown in the data across different
countries. See appendix P in the online appendix for more details.

Product-Level Evidence of Pricing Behavior at High Inflation: In the previous experiment I compare
business cycle statistics with steady state statistics in the model. To have a better comparison data-model, I use
product level price statistics. I compute average inflation and frequency with different products in UK’s CPI. As I
mention above, I can do this comparison due to the large sampling of the same product across regions and shops
in the UK. As we can see in figure XXII-panel A, products with higher inflation have large frequency of price
change and the model does a good job of capturing quantitatively this relation between mean inflation and mean
frequency.

On top of a positive relation between the frequency of price changes and inflation, there is a positive relation
between inflation and standard deviation of price changes and an almost zero relation between the skewness of price
change and inflation across-product in UK. This is important, since if inflation generates a large price dispersion,
then we would see a large asymmetry in the price change distribution captured in the skewness of price changes—
the standard deviation of prices changes can capture this force if idiosyncratic shocks are constant across products,
a strong assumption. For example, the Calvo model generates a large positive relation between mean inflation and
skewness of price changes. Intuitively, the tails in the stopping time distribution translate to the tail of positive
price changes. Instead, in the menu cost model skewness of price change could be decreasing or increasing with
respect to inflation depending on the stochastic process of the idiosyncratic shocks, but there will definitely be a

small sensitivity of skewness to inflation due to the Ss policy function. See online appendix P for more details.

Result 2 (Micro-price statistics high inflation target) My menu cost model in the steady state generates an
increasing frequency of price with similar magnitude as in the micro-data and international evidence. There is no

evidence of a strong positive relation between skewness of price changes and mean inflation at product level.
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5.2 Equivalence Aggregate Dynamics at 2% Inflation Target Without Zero Lower

Bound Constraint Between Calvo and Menu Cost Model

This section shows that the Calvo and my menu cost models have similar aggregate dynamics at 2% inflation
without ZLB constraint on nominal interest rate. To formalize this argument, I show that an econometrician with
only aggregate data could not distinguish which model generates aggregate time series in a finite sample with the
same length of the great moderation. Moreover, both models have a good fit with the US macroeconomic time

series during the great moderation—1984Q1-2006Q4—for a medium scale DSGE model.

Figure I — Impulse-Response to a Monetary Shock
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Panel A to C describe the impulse response functions of the output, inflation and nominal interest rate to a monetary shock at 2%
inflation target in the models without zero lower bound constraint to the nominal interest rate. The black solid and the gray dotted
lines describe the median impulse-response functions of the Calvo and the CalvoPlus model respectively. The black dashed lines
describe the 5 and 95 percentiles of the difference in the impulse-response functions between the two models over 5000 simulations of
22 years.

In order to show the claim of similar aggregate dynamics, I compute two sets of statistics: impulse-response
functions with respect to the structural shocks, and business cycle statistics like standard deviation, persistence
and correlations. Next I describe the impulse-response and the business cycle statistics.

Impulse-Response Function to Structural Shocks: I computed each impulse-response as an econome-
trician would; and I ask whenever these two models are different in a finite sampling of 22 years—the length of
the great moderation. From random initial conditions, I simulate each model for the time period of 22 years and
estimate a VAR with its respective impulse-responses; I repeat this procedure 5000 times. In both models, the
impulse-responses are random variables with their respective confidence intervals that allow me to make statis-
tical claims as an econometrician. See the online appendix section I for more details on the computation of the
impulse-response.

Figure I plots the median impulse-response function with respect to the Taylor rule shock for the Calvo and the

menu cost model, together with the [5, 95] interval confidence of the difference of the impulse-responses in the Calvo
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and the menu cost model. As this figures shows, the difference of the impulse-responses [5,95] interval confidence
always covers zero for all the variables. The only difference is with respect to inflation: inflation has a larger impact
effect in the menu cost model than in the Calvo model, but this effect is significant for only one quarter. This
significant effect on the impact comes directly from the business cycle fluctuations of the menu cost inflation and
not the reset price—see online appendix. The same behavior holds for productivity, government expenditure and
risk premium shocks—see figures II, III and IV in the online appendix.

The fact that equilibrium dynamics are similar in both models does not imply that the Phillips curve in both
models is similar, since a steeper Phillips curve is partially offset by movement in the nominal interest rate. To
explain this argument, assume a structural shock that increases the output-gap. Since nominal interest rate depends
on inflation, in the menu cost model nominal interest will increase by more with respect to the structural shocks;
consequently, the equilibrium output-gap responds less and therefore so does inflation. The impulse response with
respect to the risk premium shows this mechanism—see figure IV in online appendix. This result breaks with the

ZLB on nominal interest rate.

Result 3 (Macro-dynamics in Menu Cost and Calvo model) The difference of impulse-response functions
of the Calvo and the menu cost models covers zero with a [5,95] interval confident of the menu cost model for US
productivity, government expenditure, monetary shocks and risk premium shocks for all the variables minus inflation.

Inflation is significant different only in the quarter after a structural shocks due to the menu cost inflation.

Business Cycle Statistics: Table IX in the online appendix shows the business cycle statistics in the Calvo
and the menu cost models.'® Additionally, I include US business cycle statistics from the great moderation as an
empirical guide.!*

The menu cost model generates business cycle statistics close—or even equal—to the Calvo model. As we can see
in the last four rows, the [5,95] percentiles of the difference of the standard deviation, persistence and correlation in
both model always includes the zero. The main difference is that the menu cost model generates larger insignificant
volatility of inflation and insignificant less persistence in inflation. Additionally, real marginal cost is less volatile

in the menu cost model due to the different Phillips curve, but again this difference is insignificant.

Result 4 (Macro-dynamics in Menu Cost and Calvo model) The difference of standard deviation, persis-

tence, and correlations in the Calvo and menu the cost models covers zero with a [5,95] interval confident.

How close are business cycle statistics in the model to those in the data? To compare the model with the data,
I computed business cycle statistics in the US economy during the time period between the first quarter of 1984
and the last quarter of 2006 for the reasons described in section 4. As we can see, the model is able to reproduce all

business cycle statistics in the data except for the volatility of labor and wages. Notice that with the assumptions

13See section I in the online appendix for a description of the computation of this table.
141t is difficult to have an empirical counterpart for this exercise, since in the data there is a ZLB on nominal interest rates.
Nevertheless, I include the data to have a guidance of the magnitude of US business cycle.
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over preferences, technology and the pricing model, the model does not over-predict the volatility of inflation; even
more, it generates a lower volatility of inflation. This is important, since it will generate a quantitative significant
deflationary spiral during ZLB periods.

The equivalence result does not hold with either of these two features: a ZLB constraint over nominal rate
or a large positive inflation target. For a detailed explanation of how the ZLB breaks this equivalence between
aggregate dynamics between models, see the next section. Additionally, higher inflation levels change the Phillips

curve in both models, and therefore the aggregate dynamics.

5.3 Business Cycle Analysis with Zero Lower Bound

This section focuses on understanding the macroeconomic effect of the ZLB over aggregate dynamics; more specifi-
cally, it studies the interaction between state dependent pricing and a liquidity traps. To do the task at hand, I will
first compute conditional impulse-response of my menu cost model at different levels of inflation target, and then I
will analyze business cycle statistics in the Calvo and menu cost model. See online appendix section O for details
on the computation on the impulse-response and business cycle statistics and more information on the business
cycle dynamics.

What are the macroeconomic dynamics of my model during a period of a binding ZLB? When the ZLB is
binding, the real interest rate is too high. This leads to excessive saving, and since nominal interest rate cannot
decrease due to the ZLB, this exacerbates the depression of spending and output, which in turn creates more
deflationary pressures. At low inflation targets, a depressed inflation implies deflation, thus firms’ relative prices
hit the upper Ss bands, and firms choose to reduced their price optimally. Hence, in the aggregate, a small measure
of firms will make large changes to price, with respective impacts on inflation, real rate and output-gap; these
changes then feedback to new price changes. This “domino” effect is so large that I introduce a value add-tax
to mimic monetary policy at inflation targets less than 1% when monetary policy is binding'®, reducing the cost
of the ZLB—see online appendix section G. At high inflation targets, a depressed inflation implies low inflation,
thus firms’ relative prices do not hit the upper Ss bands, and firms only change their price if they are hit by large
idiosyncratic shocks or zero menu cost. Next I show this result with impulse-response functions and business cycle
statistics.

Analysis of a Liquidity Trap With a Conditional Impulse-Response: Positive inflation targets and
a ZLB constraint generate non-linearities in the aggregate dynamics. In non-linear models, the impulse-response
function depends on the initial state—in the case of the menu cost model, the distribution of relative prices. Since
in my model an economy hits the ZLB after a history of shocks that depress the output-gap and inflation, I compute

the impulse-response of a risk premium shock conditional on low interest rates—interest rates lower than the 25th

15See Fernéndez-Villaverde et al. (2015) for another paper to introduce this tax. I found that without this tax the deflationary spiral
does not converge.
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Figure IT — Conditional Impulse Response for Risk Premium Shock at 1% and 3% Percent Inflation Target
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Panels A to F describe the non-linear median impulse response in the menu cost model at 1% and 3% inflation target. Panel A, C, D,

E and F are in percentage deviation from the terminal value. Interest rate and inflation are in an annual base. The size of the

innovation of the risk premium shock is 20¢g. I use steady state elasticity between marginal cost and output gap to compute the

output-gap from the marginal cost.
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percentile of the ergodic distribution. The intuition of this criteria is that a low interest rate reflects a history of
low inflation and output-gap.

Figure II shows the impulse-response after a risk premium shock to interest rate, output-gap, and the inflation
components. All variables are expressed as log-deviation of the ergodic mean, except for the interest rate. The
first property to notice is that for low interest rates, output-gap and inflation are depressed initially for both levels
of inflation target. Additionally, the drop in inflation and output-gap are higher at low inflation targets after the
exogenous shock with almost twice as much elasticity as at three percent inflation. Next, I will explain why.

At one percent inflation there is a persistent increase in the fraction of repricing firms. The key feature in menu
cost models is that the increase in the fraction of repricing firms is not random across firms. This new mass of
repricing firms hits the upper Ss band with a large downward price adjustment—around 10%. The new repricing
firms decrease inflation and since the ZLB is binding, this initial drop in inflation increases real interest rates, even
further depressing the output-gap and inflation.

The variable that reflects the distribution of price changes is the menu cost inflation, the distribution of relative
price conditional of no price changes. As we can see, menu cost inflation drops by 1% and total inflation drops by
1.5% percent. Thus, more than half of the inflation drop is explained not by the reset price or the number of price
changes, but by the distribution of price changes. This is selection effect—see Golosov and Lucas (2007)—where a
small increase in the frequency of price change (in this case less than 1%) can generate a large change in inflation,
since the average price change is large. In my model, it is almost half of the deflation.

Why is the set of repricing firms so sensitive to the aggregate shock? To answer this question, we need to
understand that a necessary condition for a low interest rate is a past history of low inflation, and in the case of
one percent inflation target, deflation. Figure III describes the distribution of relative prices conditional of zero
or positives rates. We can see that at 1 inflation target with positive rates, the distribution of relative price is
symmetric around 1. This characteristic changes at the ZLB; the mode of the distribution is lower than 1, since the
reset price responds to the negative macro-economic conditions, but even with a lower reset price, the distribution
of relative price is tilted toward high relative price. Thus, there is a relatively high set of firms near the upper Ss

bands, generating a large elasticity of the menu cost inflation to negative aggregate shocks.

Result 5 (ZLB Dynamics at 1 Percent Inflation) When the economy hits the ZLB in the menu cost model
at 1% inflation, there is a persistent increase in the frequency of price change for those prices selected to be large
and negative. This increases the deflationary spiral, worsening the macroeconomic effect of shocks that depress
output-gap. Moreover, inflation is more sensitive to aggregate shocks that depress output-gap, since the distribution

of relative price is more tilted to the upper Ss bands when the economy is at the ZLB.

At higher inflation target the menu cost model yields a much weaker deflationary spiral. First, as we can see

in figure II, there is a decrease in the frequency of price change. The intuition for this result is clear: with positive
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Figure III — Distribution of Relative Prices at 1% and 3% Inflation Target
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Panel A to B describe the mean distribution of relative prices conditional of being at the ZLB or not, together with the average Ss
bands at 1% and 3% inflation targets. The solid black line describes the mean distribution of rel. prices conditional on no binding
ZLB and the dashed grey line describes the distribution of rel. prices conditional on a binding ZLB. Panel A describes the
distributions at 1% inflation target and panel B describes the distribution at 3% inflation target. All the conditional ergodic means
are given by 24 Se(P)(Xe) where X = {Rt > 1, Ry = 1}.

2o I(Xt)
inflation on average, when the economy hits the ZLB, there is a low inflation, but not deflation. Hence, the price
changes are driven mostly by zero menu cost or by a sufficiently large sequence of idiosyncratic shocks.

In relative terms, at 1% inflation when the economy is at the ZLB, the distribution of relative prices is tilted
toward the upper Ss bands. This effect is reversed at 3% inflation target; the distribution of price changes is
symmetric around a relative price equal to one. We can see this property in the level of the menu costs inflation:
since the mean annualized level is 1.12%, a drop of -1% implies a positive menu cost inflation; thus, there are firms

still hitting the lower Ss band at the ZLB.

Result 6 (ZLB Dynamics at Three Percent Inflation) When the economy hits the ZLB at 3 percent inflation
in the menu cost model, there is no persistent change in the frequency of price change. Only firms with a zero menu
cost or large idiosyncratic shocks change their prices. The distribution of relative prices is not tilted towards the

upper Ss bands when the economy is at the ZLB.

Since, at 3% inflation target, inflation dynamics at the ZLB are driven mainly by the zero menu cost or by large
idiosyncratic shocks, this characteristic implies that ZLB dynamics should be similar to the aggregate dynamics in
the Calvo model. In the online appendix, I compare the impulse-response in the menu cost and the Calvo model
and I verify this conclusion.

In conclusion, a higher inflation target decreases the business cycle volatility of the output-gap in the menu cost
for two reasons. First, and trivially, it decreases the probability of hitting the ZLB since the shocks that trigger
the ZLB bound are larger. Second, in the menu cost model the inflation target determines the extent to which
the aggregate price level reacts to aggregate shocks in periods when the ZLB is binding. At low inflation targets,

the deflationary spiral is large since there is an increase in the selection effect at the ZLB. This effect decreases
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with higher inflation targets, since the distribution of price changes is driven mainly by the zero menu cost or large
idiosyncratic shocks at the ZLB.
Table III — Business Cycle Moments With ZLB in Calvo and Menu cost Models

moment Menu Cost Calvo
11T 31T 11T 31T

Frequency and duration of ZLB

Frequency 0.39 0.06 0.24 0.07
Mean duration, quarterly 8.10 2.27 5.13 3.02
Median duration, quarterly 4 2 3 2

95 percentile duration, quarterly 28 6 19 10

Output-Gap and Inflation Components

Output-gap

Mean deviation conditional on binding ZLB -1.18  -0.81 -1.45  -1.18
Mean deviation conditional on no binding ZLB 0.77 0.05 0.46 0.08
Std conditional on binding ZLB 1.47 0.97 1.78 1.19
Std conditional on no binding ZLB 0.941  0.908 1.069 1.079
Inflation

Mean deviation conditional on binding ZLB -0.69 -0.51 -0.37  -0.43
Mean deviation conditional on no binding ZLB 0.45 0.03 0.12 0.03
Std conditional on binding ZLB 0.75 0.23 0.26 0.19
Std conditional on no binding ZLB 0.40 0.38 0.24 0.25
Reset price

Mean deviation conditional on binding ZLB -1.06  -0.83 -1.04  -1.26
Mean deviation conditional on no binding ZLB 0.68 0.05 0.33 0.09
Std conditional on binding ZLB 0.98 0.36 0.73 0.55
Std conditional on no binding ZLB 0.66 0.59 0.68 0.76
Menu cost inflation

Mean deviation conditional on binding ZLB -0.30 -0.22

Mean deviation conditional on no binding ZLB  0.20 0.01

Std conditional on binding ZLB 0.33 0.11

Std conditional on no binding ZLB 0.57 0.17

Frequency of price change

Mean conditional on binding ZLB 10.43 10.04

Mean conditional on no binding ZLB 10.06  10.22

Mean deviations describe the log-deviation of the variable with respect to the mean condional of zero or positive rates. Conditional
std describes the standard deviation of the variables in logs conditional of zero or positive rates.

Business Cycle Statistics with ZLB in the Menu Cost Model: Another way to analyze the positive
implication of a higher inflation target is to analyze business cycle statistics. Table III describes business cycle
statistics in the model with ZLB in the menu cost model at 1% and 3% inflation target. Additionally, to have a
benchmark of comparison of the quantitative properties in the menu cost model, I also include the same statistics
in the Calvo model.

The first row describes the frequency of the ZLB. In both models the frequency of hitting the ZLB decreases
significantly from 1 to 3% inflation. As we can see in table III, the model has fat tails in the length of the ZLB at
1% inflation target, especially the menu cost model. For example, the median length is less than one year—with a

mean of one and a half years—and the 95th percentile is 6 years. Since the structural shocks are normal, the fat
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tails are endogenous in the model. At higher levels of inflation target the mean and the tails of the duration of the
ZLB decreases—by more in the menu cost model. As I explain with the impulse-response function, the aggregate
price flexibility in periods at the ZLB increases significantly at low inflation targets.

The model cannot generate infrequent but long periods of ZLB as in the data. Since the aggregate shocks in my
model follow an AR(1), the economy hits the ZLB whenever there is a large history of negative shocks. Dordal-i
Carreras, Coibion, Gorodnichenko and Wieland (2016) explores the addition of fat tails in the aggregate shocks to
match this feature in the data, and they find that this feature increases the optimal inflation target even more.

Rows 4 to 5 describe the moments of output-gap. The first property that we can see is that output-gap is
not only lower at the ZLB but also more volatile. Thus the ZLB not only changes the conditional mean but also
changes the conditional volatility of the output-gap. Importantly, in the menu cost model, increasing the inflation
target decreases the conditional volatility of output-gap with binding and not binding ZLB.

With higher inflation, the drop in output-gap is lower at the ZLB. The intuition of this result is as follows: with
higher inflation only larger exogenous shocks can trigger the ZLB; thus if there weren’t endogenous states, then the
drop in the conditional mean would be higher with a rise in the inflation target. But since at low inflation targets
the endogenous deflationary spiral is larger, there is an endogenous force that goes in the inverse direction. In this
calibration, the second mechanism is stronger than the first one for the output-gap.

The last rows describe the business cycle moments of inflation and its components. As we can see, at 1%
inflation target, inflation drops twice as much in the menu cost model as in the Calvo model and it is also twice as
volatile. Since these quantitative properties do not hold for the reset price, this gap is covered by the menu cost
inflation. Additionally, two properties hold: 1) inflation and menu cost inflation are more volatile at the ZLB at 1%
inflation target and this property reverses at 3% inflation target; 2) mean frequency of price changes is higher at
the ZLB at 1% inflation target and this property reverses at 3% inflation target. Finally, note that at 1% inflation
target the average menu cost inflation at the ZLB is less than one; thus there are large price decreases on average
when the ZLB is binding; but since the average menu cost inflation is 1.3 at 3% inflation target, the average menu

cost inflation at the ZLB is more than one, with prices hitting the lower Ss band when the ZLB is binding.

6 The Optimal Inflation Target: Normative Implications of the Model

In this section, I quantitatively study the optimal inflation target in my menu cost model and compare these
results with the Calvo model. The first section analyses welfare though basic moments in consumption, labor
supply, and nominal interest. To better understand the welfare analyses, I continue the analyses through wedges
of the New Keynesian model with respect to the Neoclassical Growth model. As I show below, different pricing
models, different levels of inflation or even the ZLB affect welfare though these wedges. Finally, I show that the

key to generate low costs of inflation is the interaction between menu cost and idiosyncratic shock.
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Figure IV — Main Moments For Welfare in the Calvo and Menu Cost Model
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Panels A to D describe the consumption equivalent, the probability of zero interest rate, the normalized consumption-labor supply

ratio and the standard deviation of consumption in the Calvo model. Panels E to H describe the the same variables in the menu cost
model. The black solid lines describe the moments without ZLB and the light-gray dotted lines describe the moments with ZLB.

6.1 The Optimal Inflation Target

The optimal level of inflation with ZLB constraint in my model is 3%; in the Calvo model is 1%. For this result,
it is necessary to have the ZLB constraint on nominal interest rates since without it the optimal level of inflation
is close to 0% in both models. Importantly, the target inflation is not equal to the mean inflation due to the ZLB
constraint. In the case of the menu cost model, the average inflation in the optimal inflation is 3% and in the case
of the Calvo model it is 0.33%.

Figure IV-panels A and E describe welfare using the consumption equivalence measure with respect to zero
inflation. Each point in the y-axis reads the percentage increase in the consumption to equalize the welfare at zero

inflation. If we define the following recursion

U™(8,¢) =u <(1 + 130) C(9), L(S)> + Bg' By [UT(S,€)' 7
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for welfare in state S with an increase in consumption given by £ at the inflation target 7, then the consumption
equivalence with respect to zero inflation is given by E[U™(S,£(7))] = E [U°(S,0)].

Without ZLB, increasing the inflation target from 0 to 6% in the Calvo model is equivalent to decreasing
consumption by 1.1%, while this number falls to 0.2% in the menu cost. In these cases the consumption equivalent
is increasing for all levels of inflations. With ZLB, the consumption equivalent is decreasing at low levels of inflation
and then increasing. In the menu cost model the optimal inflation target is 3%, with a consumption equivalent
with respect to zero inflation of more than 0.2%. In the Calvo model, the optimal inflation target decreases to 1%
with a consumption equivalent of 0.2%.

Figure IV-panels B and F describe the probability of hitting the ZLB, with and without ZLB. Without ZLB,
both models predict a similar probability of negative interest rates—slightly higher in the menu cost model. With
ZLB, the probability of hitting the ZLB increases compared to a model without this restriction. The main intuition
of this result is that the deflationary spiral endogenously increases the length of periods in the ZLB. Since the
deflationary spirals are larger in the menu cost model, the probability of hitting the zero lower in the menu cost
model is one-fourth larger in the menu cost model than in the Calvo model for levels of inflation more between 1%
and 2% inflation targets—remember that I use a value-add tax in the menu cost model to mimic monetary policy
for levels of inflation less than 1% to generate convergence of the deflationary spiral.

The main cost of a higher inflation target is a decrease in the consumption-labor ratio, as panel C and D in figure
IV show. Without ZLB, the consumption-labor ratio explains a large proportion of the consumption equivalent: the
consumption-labor ratio in the Calvo model falls by almost 1.3%, while the consumption-labor ratio in the menu
cost falls by almost 0.1%. The ZLB generates an increasing consumption/labor ratio for low levels of inflation and
then decreasing.

The main benefit of higher inflation is the decrease in the volatility of consumption and labor. There are two
reasons for this effect. First, the economy hits the ZLB less often and therefore the nominal interest rate can
accommodate aggregate shocks, decreasing the volatility of consumption. Second, a higher inflation target affects
the Phillips curve in the two models and through the Taylor rule and the Euler equation affects the dynamic of
consumption. This small quantitative effect is independent of the ZLB and depends mainly on the direct effect of

different inflation targets on inflation dynamics in both models.

6.2 Welfare Analysis Though Wedges

Nominal rigidities generate three wedges with respect to the neoclassical growth model. The first wedge comes
from firms’ markups and their volatility. In the efficient allocation, firms’ nominal marginal costs should be
equal to the price, and therefore the real aggregate marginal cost should equal the efficient one. Monopolistic
competition implies a real marginal cost less than one, since firms charge a positive markup (the markup is the

inverse of the real marginal cost). Sticky prices together with monopolistic competition implies fluctuation in the
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Figure V — First Two Moments of the Price Dispersion and Marginal Cost

A. Price Disp. Mean B. Marg. Cost Mean C. Price Disp. Std. D. Marg. Cost Std.
Lo07y g 0.909 0.12 0.60 [
== BC no zlb iy, 0.55
1.006 5O 0.908 PR, 0.10 ;o
1.005 0-50
0.907 <% 0.08 0.45

1.004

o ; , 0.40
=1.003 0.906 0.06

S 0.35

1.002 0.905 0.04 0.30
ﬂ
1.001 (N/” 0.25 "y
. 0.904 0.02

1.000 pret** W/ 0.20
0.999O 5 1 5 0.9030 5 1 5 0.000 5 1 5 0.150 5 1 5
E. Price Disp. Mean F. Marg. Cost Mean G. Price Disp. Std. H. Marg. Cost Std.
1.007 0.909 0.12 0.60
OQFF
1006 0.908 0.10 >
1.005 0.50
Z1.004 0.907 N 0.08 0.45
O l".,“" “\‘lllllllll 040
=1.003 0.906 P 0.06 0.35
g _ A .35
= | FPRPR R RRRERA AL
= 1.002 0.905 0.04 0.30
1.001 0.95
1.000 0.904 0.02 0.90
) =
0.999O 5 1 ; 0.9030 5 1 ; O.OO0 5 1 5 0.100 5 1 ;
Inflation Target Inflation Target Inflation Target Inflation Target

Panels A to D describe the mean and standard deviation of the price dispersion and marginal cost of the Calvo Model. Panels E to H
describe the mean and standard deviation of the price dispersion and marginal cost of the CalvoPlus Model. The dark-gray dashed
line plots the steady state moments, the black solid line the moments without zero lower bound and the lightgray dotted lines plots the

moment in the models with zero lower bound. The standard deviations are log-deviation with respect the mean and multiply by 100.

aggregate markup/real marginal cost, and therefore inefficient fluctuation in the marginal cost and consumption.
The distortion from the first best given by markups is the first component of output-gap.

The second wedge comes from inefficient distortions in the relative prices across firms. In the first best it is
optimal to have the same labor input across firms. Sticky price models create a misallocation in the input of
production across firms, decreasing aggregate productivity.

The third wedge is a direct consequence of resources allocated for pricing decision. For each firm, there is a
physical cost with respect to labor whenever the firm changes its price. In the aggregate, the total demand of labor
comes from demand of labor for production and demand of labor for repricing.

The welfare in the Calvo and the menu cost model—or any pricing model—can be summarized in the stochastic
process of real marginal cost, price dispersion and frequency of price change. Inflation targets, restrictions to

the monetary policy or pricing models affect welfare through the stochastic process of these three wedges. The
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next proposition formalizes this claim in the economy with intermediate inputs, government expenditure and TFP

shocks.

Proposition 3 (Welfare and Wedges) Let X = (A, mc, FC,n.,14) be the sufficiency statistics for consumption

and labor and S the aggregate state of the economy. Then the welfare satisfies

N me .\ /(=) W 1/x
e = 12 () s (S
C(X) = %(L — FO)KK(X)* (1 _ KK(X)1Q72> —1,(8)
(Cx(s) -~ 1+ 0 L) ot e
Us) = on + Bg T Eg [U(S) 7| §] 7= (29)

where FC(S) in the menu cost model is (Q(S) — hz) and in the Calvo model FC(S) = 0.

We can see in proposition 3 that productivity losses due to inflation are the outcome of the dispersion of relative
prices and the degree of strategic complementarities in the form of intermediate inputs. Different pricing models
affect the impact of inflation to the dispersion of relative prices, which is measured in A;. Different degrees of
strategic complementarities influence the direct effect of the dispersion of relative prices to TFP losses—in my
model, the degree of complementarities is measured by «, the share of intermediate inputs. One of the main
reasons I match the volatility of the inflation is because I calibrate my model to match the ratio of the value of
total inputs over gross output; thus, I have a strong level of complementaries with the direct effect with respect
to the elasticity TFP-price dispersion. Therefore, ignoring strategic complementarities as a foundation to generate
low volatility of inflation gives an incorrect measure of cost of inflation.'6

There are two quantitative properties in the model in proposition 3. First, fluctuation in the marginal cost
affects labor supply with an elasticity of ﬁ = 4; hence, small fluctuations of marginal cost generate relatively
large movements of labor and consumption. Second, fluctuations of consumption and labor affect total utility due
to curvature of the period utility and the inter-temporal utility—the Epstein-Zin parameter.

Figure V describes the wedges in the Calvo and the menu cost model in the steady state and with business
cycle with and without the ZLB. Next I describe the economic forces for the optimal inflation target through the
first and second moments of these two wedges—I will ignore the physical cost of repricing since it is quantitatively
insignificant.

Mean of the Price dispersion and Marginal Cost: Higher inflation target increases price dispersion in
both models, but in the menu cost model this increase is small compared to the Calvo model. The key to generate a

small cost of inflation is the interaction of menu cost and firm-level shocks—I will develop this argument in section

6.3. We can see in figure V that the increase of mean price dispersion in the Calvo model is third order while in

161n this paper, I have strategic complementarities with the technological assumption of intermediate input, but the result that
strategic complementaries affect the elasticity of TFP with respect to the dispersion of relative prices holds with fixed inputs and
Kimball aggregator.
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the menu cost model it is fourth order even if 47% of price changes in the menu cost model at two percent inflation
target are due to zero menu cost.

The mean marginal cost is decreasing with inflation in the model without ZLB and increasing-decreasing in the
model with ZLB. To understand why, first let me define price gap as the difference between the current price and
the static optimal price. Since the static profit function is asymmetric—it penalizes negative price gaps more than
positive price gaps—the firm always prefers a positive rather than a negative price gap with the same magnitude.
If inflation mean or volatility are higher, then the firm’s relative price between price changes is more volatile and
the firm increases the reset price as a precautionary motive to avoid negative price gaps, increasing the equilibrium
level of markups. As with price dispersion, this force is smaller in the menu cost model because firms’ profits
function is almost symmetrical in the continuation set.

The increase in inflation volatility due to the ZLB is a key component of welfare since it affects the mean of
price dispersion and marginal cost. At low inflation targets, since the frequency of the ZLB is high, the volatility
of inflation is also large with its direct effect in the price dispersion. This is the main force for the optimal inflation
in the Calvo model with low cost of business cycle, a trade-off between mean and volatility of inflation due to their
impact on price dispersion. In my model with menu cost, this is not an important trade-off since price dispersion
is almost insensitive to mean and volatility of inflation. Additionally, notice that the ZLB decreases the mean level
of marginal cost due to the mechanism described in the paragraph above; thus the economy is more depressed on
average. Finally, notice that both the mean price dispersion can be described at a high order of accuracy with the
steady state price dispersion. I will use this result in the next section.

Standard Deviation of the Price Dispersion and Marginal Cost: The main benefit of higher inflation
target is given by a lower volatility of real marginal cost. As we can see in figure V, the volatility of marginal cost
largely decreases at higher inflation target since the nominal interest rate can react more strongly with respect to
the structural shocks.

The volatility of price dispersion increases with respect to inflation target by an insignificant amount (at a
fourth order) with almost no effect on welfare in the menu cost model. This mechanism does not hold in the Calvo
model, where business cycle fluctuations of price dispersion are second order and therefore they are important to
describe the optimal levels of inflation. This is an important property for welfare analysis. In the menu cost model,
price dispersion is less sensitive with respect to the mean of inflation and volatility of inflation than the Calvo

model.

6.3 Understanding the Interaction Between Idiosyncratic Shocks and Menu Cost

This section shows that a menu cost model without idiosyncratic shocks has more cost of inflation than the Calvo
model for the relevant domain of optimal inflation target. Thus, a menu cost alone cannot generate a small

inflation. Additionally, with empirical relevant firm-level shocks, the frequency of price change is almost insensitive
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to inflation.

To analyze the cost of inflation—the elasticity of price dispersion with respect to inflation—I focus on the steady
state price dispersion, since, as I show in section 6.2, the steady state is a good approximation of the mean of the
business cycle. Moreover, since real wage is a function of the inflation target, I isolate the effect of inflation with
respect to price dispersion with a contingent tax on the marginal cost that keeps the real marginal cost constant.
Thus, real wage and marginal cost are constant for all levels of inflation. Additionally, I use the calibration of
the menu cost model with 03 = hz = 0 to make the results as simple as possible.!” All the statements hold with

on, hz > 0—See online appendix section J.

Figure VI — Steady State Distribution of Relative Prices
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Panels A and B describe the distribution of relative price at 0%, 0.3% and 4% inflation inflation target. Panel C describes the price
dispersion in the Calvo, and in the menu cost model with and without idiosyncratic shocks. Panel D describes the log-distance
between the upper and lower Ss bands with respect to the reset price in the menu cost models and panel E describes the frequency of

price in the three models.

First, I will show that a menu cost without idiosyncratic shocks generates more cost of inflation than Calvo.
Figure VI-Panel C shows the price dispersion of the Calvo model and the menu cost with no idiosyncratic shocks.
As we can see—see the online appendix for a formal proof—the price dispersion in the Calvo model is differentiable

at zero and therefore it has a zero order effect with respect to inflation. This means that the effect of inflation to

171 choose the menu cost and the size of the idiosyncratic shock to match the frequency and the size of price change. Additionally, I
set hz = € to generate an unique ergodic distribution of relative prices.
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price dispersion is second order. Instead, in the menu cost model with no idiosyncratic shocks, the price dispersion
is discontinuous at zero and it has a positive first order for positive level of inflations. Next I show why.

Price dispersion has a positive jump at zero inflation in the menu cost model with no idiosyncratic shocks. The
main reason is that since the length of the Ss bands is positive at all levels of inflation, the distribution of relative
prices jumps from a probability atom at the optimal price at zero inflation target to an uniform distribution at any
positive level of inflation. Figure VI shows this property of the distribution of relative prices at 0%, 0.3% and 3%
inflation target. Additionally, the width of the Ss bands is strictly increasing with respect to inflation and since

the mass of firms in the Ss bands are positive, there is a first order effect of increasing inflation.

Result 7 [Cost of Inflation in Menu Cost with No Idiosyncratic Shocks] Price dispersion in the menu cost without

idiosyncratic shocks and the Calvo model are zero at zero inflation target. There exists a positive 11, s.t.

AMC’,ns(H) _ AJ\/IC',ns(l)
AC(IL) — AC(D)

>1 (30)

AMC,ns

for all levels of inflation between (0,11] where is price dispersion in the menu cost without idiosyncratic

shocks and A€ is the price dispersion in Calvo.

As we see in figure VI, menu cost with idiosyncratic shocks has a relatively large price dispersion at zero inflation,
due to idiosyncratic shocks, and a low elasticity of price dispersion with respect to inflation. There are two reasons
for this result: 1) Ss are almost insensitive with respect to inflation at low inflation levels, thus the support of the
distribution doesn’t change much with inflation; and 2) the distribution of relative prices is almost symmetric at
low inflation levels, thus the asymmetric impact of inflation is also small. To see these two effects, notice that using

a first order Taylor approximation
log (A(IL)) — log (A(IT)) o (S(IT*) + D(II%)) (I — IT*) + o( (I — IT*)?) (31)

with

5(1*)
S(II") = / a?gu (e, 1")dz 5 D(II*) = (S(II*)?g(S(IT), II*) S"(I1*) — s(IT*)?g(s(IT"), I1")s"(IT*))  (32)
s(I1*)
where g(x,1II) is the distribution of log-relative prices with domain [S(II), s(II)].
Since the width of the Ss bands is constant—due to large idiosyncratic shocks—the D(IT*) term is small. The
second effect comes directly from the symmetry of the distribution of relative prices at zero inflation target. To
see this, notice that firms are hit by a sequence of productivity shocks with positive or negative accumulated sum

in a symmetric way. At zero inflation, an increase in the inflation increases the price dispersion of those firms

with positive shocks, but also decreases price dispersion of those firms with negative shocks. At zero inflation,
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these two effects cancel each other with the direct implication of a low cost of inflation—in equation 32, it implies
grn(z,1) = —gn(—=x,1), s0 S(1) = 0. At positive inflation, large idiosyncratic shocks makes this effect quantitatively

similar.

Result 8 [Cost of Inflation in Menu Cost with Idiosyncratic Shocks] In the menu cost with idiosyncratic shocks,

price dispersion is positive, continuous, and with zero first order effect at zero inflation.

With the last result it is easy to see that the menu cost with idiosyncratic shocks is the model that generates
the lowest cost of inflation, followed by Calvo and then the menu cost without idiosyncratic shocks, at low levels
of inflation. Since the Calvo model with idiosyncratic shocks generates higher cost of inflation than the menu cost,
it is the interaction between menu cost and idiosyncratic shocks that generates a low cost of inflation.

Finally, as figure VI shows, the menu cost model with idiosyncratic shocks does not generate low cost of inflation
due to an increase of frequency of price change. We can see that at low inflation levels the frequency is almost
constant as price dispersion. When calibrated to match micro-price statistics, idiosyncratic shocks are so large that

inflation has almost no effect on either price dispersion or frequency at low levels of inflation.

7 Conclusion

Since the main cost of inflation in sticky price models is inefficient price dispersion, this paper uses a menu cost
model with idiosyncratic shocks, founded on micro data, to find an optimal inflation target of 3%. In order to do
this, I extend a random menu cost model with idiosyncratic shocks to a standard New Keynesian framework with a
Taylor rule subject to a ZLB constraint and rich aggregate dynamics given by aggregate, government expenditure,
money, and risk premium shocks. The main reason for this result is that price dispersion—the main cost in sticky
price models—has low sensitivity with respect to inflation target. Moreover, the likelihood of hitting the ZLB
constraint and the magnitude of the selection effect when the ZLB is binding are decreasing with the inflation
target.

Going forward, it would be important to further explore the optimal inflation in different environments. For
example, many countries with inflation targets are small open economies; does this feature affect the optimal
inflation target? Are the structural shocks hitting these economies differently? Second, this paper focuses on price
rigidities assuming a flexible wages. How does the optimal inflation change with sticky price and sticky wages?
Does downward wage rigidity affect the optimal inflation target? Answering these questions in a framework similar
to this paper and different from Calvo seems the correct environment to think about these questions.

In this paper, I didn’t focus on the transition dynamics from the current inflation target to the optimal one and
I use a Taylor rule to described monetary policy. These two assumptions could change the optimal inflation target.
With respect to optimal monetary policy, this path has two important problems. First, there are no tools to solve

optimal policy in a heterogeneous agents model with non-convexity at aggregate and idiosyncratic levels. Second,
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it is well known that optimal monetary policy under commitment generates unrealistic time series of nominal
interest rate—see Clarida, Gali and Gertler (1999). Therefore, a set of realistic frictions that a central bank faces

is important to have to set the interest rate.
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A Frequency of Hitting the Zero Lower Bound Across Countries

I construct a quarterly panel data across countries of inflation and nominal interest rate from the IMF-IFS database and FRED. For all
the countries, I use FRED, except for Argentina, Peru and Singapore—for which I use IMF-IFS data. Since my interest is to compute
averages over a long period of time, the data is not seasonal adjusted. For interest rates, I use monthly average to compute the quarterly
interest rate. For inflation, I use consumer price index (CPI); for nominal interest rate, I use a combination of policy rates—whenever

this one is available—and call rates—overnight interbank borrowing rate. The countries from which I use call rates or policy rates are:

e Policy rate: Poland, South Africa, Denmark, Finland, Austria, United Kingdom, Czech Republic, Canada, United States,
Japan.

e Call rate: Sweden, Italy, Australia, Germany, Peru, New Zealand, Portugal, Slovenia, Brazil, Israel, Switzerland, Belgium,

France, Mexico, Iceland, Slovakia, Norway, Luxembourg, Netherlands, Chile, Korea, Republic of., Turkey, Ireland, Spain, Poland.

Table II in section B of online appendix describes the data for each country, where I compute the average probability of hitting the
ZLB and the average inflation for each country—historically and in the time period 1988-present. I define the event of hitting the ZLB
whenever the nominal rate is less than 0.51% for annual rate, I drop countries with average inflation in the period between 1988-2016
more than 4% or countries with less than 20 years of data—see last column. The last two rows describe the average of inflation and

frequency of ZLB taking Europe as different countries—average 1—or taking Europe as a country—average 2.

Figure VII — Average Nominal Rate, Inflation and Frequency of Zero Lower Bound
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Panel A describes the mean nominal interest rate and inflation over the time period 1988-present. Panel B describes the mean
frequency of binding zero lower bound and inflation over the time period 1988-present.

Figure VII plots average interest, average inflation and average frequency of ZLB bound using the same filters as before in the case

of average 1.

B Micro-Price Statistics Data-Model

I apply several filters to render the data compatible with the model in the computation of price statistics. Table VI in the online
appendix describes the micro-price statistics with the different filters. Columns 1 and 2 of table II describe the price statistics with

only filter I and with filter IV described next.
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Filter I: I drop outliers in the price change distribution (+1%) to compute the price change distribution. I drop price changes with
sale flag, missing flag, and non-comparable product substitution. I drop 3 months in the sample: December 2008, January 2010

and January 2011. In all these months there were changes in VAT rate. I also drop an outlier month, 2005m6.

Filter II: I repeat the same filter as before with an additional filter on sales. The algorithm to detect sale is as follows.

I identify the upper and lower bound of periods with sales of length , by
Fre=4q1t: Z (Pt+j —Pi—144) =0 i Le=qtt: Z (Pi—j —Pto1-;) =0 (B.33)
=0 §=0

where p! is the price quote of item i at time t. Importantly, (i,t) € Fx, if and only if (4,¢t + k) € L. For any given (4,t*) € Fy,

I drop all price changes between t* and t* 4 k. For the implementation of this algorithm I choose x = 3 at monthly frequency.

Filter III: I repeat the same filters as before with an additional filter on heterogeneity at sector level. I assign each id to a sector. If
we denote each id with the index 4, then each id is in only one sector C; with j = 1,2,...,nc. I redefine the normalized price

change by item as
5 _ Avl—ElApli C)
t Std[Api|i € Cj]

Std[Apj] + E[Api] (B.34)
I computed all price statistics with {Aﬁé}t’i.

Filter IV: I repeat the same filters as before with an additional filter on heterogeneity at item level. I drop all items such that the sum
of all price changes with respect to all the ids is less than 100. Then, I assign each id to an item. If we denote each id with the
index ¢, then each id is in only one item C; with j =1,2,...,nc. I redefine the normalized price change by item as

i _ App — E[Api|i € Cj]
t Std[Apili € Cy]

Std[Apt] + E[Ap] (B.35)

I computed all price statistics with {Aﬁ};}t i

C Numerical Appendix

This numerical appendix describes the equilibrium conditions of the CalvoPlus Model together with the evaluation of Krusell-Smith.

C.1 Recursive Equilibrium conditions

I divide the equilibrium condition into four blocks: household optimality conditions, firm’s optimality conditions, monetary policy and
aggregate feasibility, Krusell-Smith cross-equation approximation and exogenous shocks. For simplicity, I denote with X the detrended

variable of X and S the aggregate state of the economy given by S = (mc,, A_,R_, Nz, Mg, nq).

e Household optimality conditions:

_ o U(8)/Uss \ 77 mu(s’)
mu(S) = B(L+9)" " n,- (SHR(S)Es: (priu> 0 (C.36)
/ 1—0ez
2(S) = Eg (Ufs» S (C.37)
1+ —Onp
mu(S) = E(C(S)fn%> (C.38)
kL(S)X = w(S) (C.39)
O(8) — kLS XY
w(S) = a( ) 1;:" ) (C.40)
np
US) = (1-B)u(S)+B(1+ )T Uue5(S) Toex (C.41)
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— Where the original variable can be obtained as:

=C(S)(L+g) 5 mue=mu(Se)(L+g)"7r" 5 Li=L ; M =I(S)

e = u(Se)(1+9) 17 5 Uy =USe)(1+9) 7m0 5 e = w(S)(1+g)° (C.42)

e Firm’s optimality conditions:

o(5.5) = s [(UEU(S)> (01~ hoymas {0°(5) = 8(8"), ol (), 50} + oot (S))} (C.43)
P*(S) = arg max {25, 8) +B(L+g)~7mru(p,9)} (C.44)
ve(S) = ® (P*(9),5) + B(1 + g)t~7mrv (P*(S), S) (C.45)

0" (p,S) = @ (5,5) + B(1+9)' 7" (5, 5) (C.46)
o(p, S) = mu(S)Y (S)p~7 (5 — me(S)) (C.47)

Ay, ; 0(S) = 6w(S")ymu(S") ; Aa ~ N(0,04) (C.48)
Be with prob. 1 —p

TI(S’)

A
{ lef(sl,” with prob. p

e Monetary policy and aggregate feasibility:

1

B 1-Q(S) s
ne) = (ameey) o

= L — T 711](8)1_&

me(S) = (1 —Tme) 7 (5) (C.49)

e 147 (S) \** (me($)\*\' "7 [ me(S) \ %
B = k-6 (597(’"1’) <((1 +ﬁ)) ( MCss ) > (mc_(S)) (C-50)

—onp ér
R(S) = max{1l,R*(S)} (C.52)
(L(S) — 0(2(S) —hz)) = Y(S) (Sﬂ;g)a nj((s)) (C.53)
11—«
- ($)+C(8) = Y(8) <1 _ (?(ff) fff;)) (C.54)
— Where the original variable can be obtained as:

micy =me(Sy) 3 Yi=Y(S:)(1+ g)? (C.55)

e Krusell-Smith cross-equation approximation: let P2(S) be a second order polynomial with respect to the aggregate state

log (A(S)) = P*(log(5)) ; log (2(S)) = P*(log(S)) ; log(#(S)) = P*(log(S)) (C.56)
e Exogenous shocks:
log (7717(5 )) = (1—-pg) log(n;) + pg log(ng(S)) + Cfgelg (C.57)
log (n:(5")) = (1= pz)log(n:) + pzlog(n=(S)) + o=c. (C.58)
log (n:)S")) = (1 —pr)log(n;) + prlog(nr(S)) + ore,. (C.59)
log (774(5 )) = (1-pq) log(n?;) + Pq log(nq<S)) + 0q€q (C.60)
(C.61)
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C.2 Krusell-Smith Evaluation

I evaluate Krusell-Smith in the simulation. First, I construct a time series of simulated inflation, price dispersion and frequency of price
change, together with simulated marginal cost, interest rate and structural shocks—the states in the economy. Let X; be the simulated
state given by

Xe = {me (), Af_ 1 Ro(87),m(57),m9(57),ma (57, 107, 25 (C.62)

Y: be the model implied equilibrium functions that comes from solving the equilibrium conditions
Vi = {me(S5), mu(S7), R(S7), R*(57), Y (87), C(S7), L(S7), P*(SF, w(S)) } (C.63)
and Y;® be the solution of the equilibrium equations in the simulation given by
¥ = {met mug, B, R V2,63 L P wi (C64)

error — Stdftog(|¥;/¥i )] 100. Figure YY shows a time series

Next, I describe the construction of each function. Table XX shows oy ~Stdog(¥y))

for Yts, Y: with and without the zero lower bound constraint.

e Construction of ?}s using static equations and ;(S}): Given p(S;) I construct Y: solving the static system of equations

= (gt () (5 )) () e

R = max{1,R;*°} (C.66)
R 7s\1+
mu(sf) = (Gt~ wlEE) o (C67)
R(IHX = @3 (C.68)
ne(se)Ee —o0f - = v (U2 (C.69)
t
N . DS 11—« AS
n-(S)+C; = ¥ <1—(1ta) nZ(;f)) (C.70)
me; = L(l—Tmc)(lDf)l_a (C.71)
-(59)

e Construction of niuj using forward looking equations: I construct nu; using household Euler equation. First, I project
the realized inflation with respect to the state. Let 1:1(5) be this function. Then, I construct marginal utility in the simulation
as

—Oez

U(S")/Uss nzu(S’)
E(Sf)l—}"ez H(S,)

muj = B(1+9) " (S5) RiEs: S; (C.72)

where Si = (mc*(sf%Affl’R*(Sf)vnz(sf)vng(sf)vWQ(StS))'
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Table IV — Krusell-Smith Evaluation

Annual Inflation Target (o;""" no ZLB , o,/"" ZLB)

variable 0 2 4 6
Nominal rate  (0.024,0.637) (0.029,0.590) (0.055,0.093)  (0.080,0.090)
Gross Output  (0.131,0.579)  (0.133,0.147) (0.311,0.359)  (0.481,0.437)

Real wage (0.419,1.614) (0.408,0.335) (0.943,1.069) (1.442,1.312)
Consumption (0.148,0.758) (0.151,0.177) (0.344,0.401)  (0.533,0.485)
Labor supply  (0.418,1.663) (0.408,0.340) (0.944,1.071) (1.442,1.312)

Utility (0.003,0.274)  (0.002,0.016)  (0.003,0.004)  (0.005,0.005)
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appendix C for the method to construct these statistics.

This table describes the ratio between the variance of the predicted error and the total variance for a set of control variables.See



Online Appendix: Not for Publication

Optimal Inflation Target in an Economy with Menu
Costs and Zero Lower Bound

Andres Blanco
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A US Macroeconomic Time Series Data Description

Table I describes the data sourse for US macroeconomic time series. I follow Smets and Wouters (2003) for the construction of each

variable. These are the variables used to compute business cycle moment in the data:
e Real Gross Domestic product : in(GDP/N).
e Labor Supply:: In(E* H/N).
e Real wage: In(W/GDPDEF).
e Inflation: In(GDPDEF/GDPDEF(-1)).
e Nominal Interest Rate: DFF1/4,
o TFP: In(TFP)

e G: In(GCEC1/N)

C: In(PCEC/(GDPDEF * N))
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https://research.stlouisfed.org/fred2
http://data.bls.gov/cgi-bin/srgate
https://sites.google.com/site/alexanderueberfeldt/research

B International Evidence of Frequency of Hitting the Zero Lower

Bound

Table II — Frequency of binding ZLB and Inflation

Country Part of Start End Historical After 1988 in/out
EU Date Date Freq. ZLB  Mean Inf. ZLB Freq. Mean Inf.
Argentina NOT EU 2014q1 2015q2 0 16.21 0 16.21 out
Australia NOT EU 19903  2015ql 0 2.53 0 2.53 in
Austria EU 1958q1  2014q4 .09 3.27 .19 2.18 in
Belgium EU 1999q1 201591 .29 1.95 .29 1.95 out
Brazil NOT EU  1996q4  2014q4 0 6.05 0 6.05 out
Canada NOT EU 1955q1 2015q1 .02 3.64 .04 2.17 in
Chile NOT EU  1996gq1  2015q1l .04 3.49 .04 3.49 out
Czech Republic EU 1992q1 2015q1 .26 4.59 .26 4.59 out
Denmark EU 1967q1 2015q1 .05 4.61 .08 2.13 in
Finland EU 1958q4 2015q1 .03 4.68 .06 2.13 in
France EU 1955q1 2015q1 .08 4.33 17 1.74 in
Germany EU 1960gq1 201591 .09 2.67 A7 1.91 in
Iceland NOT EU  1998q2  2015ql 0 4.98 0 4.98 out
Ireland EU 1999q1 2015q1 .29 2.21 .29 2.21 out
Israel NOT EU 1992q4 2015q1 .04 3.88 .04 3.88 in
Italy EU 1999q1  2015ql .29 1.98 .29 1.98 out
Japan NOT EU  1955q1  2014q4 .3 2.96 .66 .54 in
Korea NOT EU  1991gql  2015ql 0 3.49 0 3.49 in
Luxembourg EU 1999q1 2015q1 .29 2.17 .29 2.17 out
Mexico NOT EU 1976q1 2015q1 0 21.06 0 11.65 out
Netherlands EU 19991  2015q1l .29 1.93 .29 1.93 out
New Zealand NOT EU  1985q1  2015ql 0 3.37 0 2.4 in
Norway NOT EU 1982q1 2015q1l 0 3.14 0 2.31 in
Peru NOT EU  1995g4  2016ql 0 3.56 0 3.56 in
Poland EU 1989q4 2015q1 0 15.41 0 15.41 out
Portugal EU 1999q1 2015q1 .29 2.1 .29 2.1 out
Singapore NOT EU  1987g3  2013qg4 .24 2.01 .24 2.02 in
Slovakia EU 1995q3 2015q1 .24 4.59 .24 4.59 out
Slovenia EU 2004q1 2015q1 .42 2.12 42 2.12 out
South Africa NOT EU  1957ql  2014q4 0 7.52 0 7.2 out
Spain EU 1973g2 201591l 11 6.65 A7 3.2 in
Sweden EU 1955gq1  2015q1 .03 4.37 .06 2.22 in
Switzerland NOT EU 1972q1 201591l .24 2.27 .3 1.31 in
Turkey NOT EU  1986q2 2014q4 0 33.1 0 32.97 out
United Kingdom NOT EU 1955q1 2015q1 1 4.98 .22 2.65 in
United States NOT EU  1955gq1  2015ql 11 3.62 .24 2.61 in
Europe 1955q1 2015q1 .07 4.37 .13 2.22
Average 1 1955q1  2016q1l .08 3.69 .14 2.37
Average 2 1955q1 2016q1 .09 3.37 14 2.44

Part of EU describes wheter if the country is part of the European union; Start and End Date denotes the initial and final
quarter; Freq. ZLB denotes the frequency of hitting the zero lower bound defined as the rate less than 0.75 ; Mean Inf. denotes
mean inflation over the sample; Historical denotes the average over the entire sample; After 1988 denotes the average after 1988.
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C Computation and Description of Micro-Price Statistics

C.1 UK Data Description

To construct a panel data of price quotes I merge several databases in a single database. The following list describes the databases used
to construct the master file with UK price quotes information together with the links to download the databases. Table III describes

the variables from the price quotes main database and table IV describes the rest of the variables from the other sources.

e Consumer Price Indices Price Quotes Links: This database contains information about price quotes. Table III describes

each variable.
1. Data for years 1996 M1-2010M12:
2. Data for years 2010M1-2015M8:
3. Data for years 2015M9-2016M3-:

e Consumer Price Item ID and COICOP classification: This database contains item id together with COICOP item

classification.
1. 1996M1-2011M12:
2. 2012M1-2015MS8:
3. 2015M9-2016M8:
e Consumer Price Indices by item: This database contains item id together with CPI index at item level.
1. 1996M1-2011M12:
2. 2012M1-2015MS8:
3. 2015M9-2016M8:

e CPI by Item, Class and Sector Links: This database contains price indexes at different levels of disaggregation, from item

to sector.
1. 1996-2016 (please refer to Table 63):
o CPI Weights Links: This database contains yearly weights at item level

1. 1996-2011:

2. 2012-2015:
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http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/rel/cpi/consumer-price-indices/cpi-and-rpi-item-indices-and-price-quotes/rpt-cpi---rpi-item-indices---price-quotes.html
http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/index.html
https://www.ons.gov.uk/economy/inflationandpriceindices/datasets/consumerpriceindicescpiandretailpricesindexrpiitemindicesandpricequotes
http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/classification-framework.csv
http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/index.html
http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/index.html
http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/classification-framework.csv
http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/index.html
https://www.ons.gov.uk/economy/inflationandpriceindices/datasets/consumerpriceindicescpiandretailpricesindexrpiitemindicesandpricequotes
http://www.ons.gov.uk/file?uri=/economy/inflationandpriceindices/datasets/consumerpriceinflation/current/consumerpriceinflationdetailedreferencetables.xls
http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/weighting-framework.csv
http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/index.html
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http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/index.html
http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/index.html
http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/index.html
http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/index.html
http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/index.html
http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/index.html
http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/index.html
http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/index.html
http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/index.html
http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/index.html
http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/index.html
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http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/index.html
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http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/index.html
http://webarchive.nationalarchives.gov.uk/20160105160709/http://www.ons.gov.uk/ons/guide-method/user-guidance/prices/cpi-and-rpi/cpi-and-rpi-item-indices-and-price-quotes/index.html

Some of the variables in tables 11T and IV are easy to understand; therefore, I will omit further explanations. Next I describe some

of the variables that require further explication.
e Validity: This variable takes values 3; or 4. 3 if the price quote was validated by system, 4 if accepted internally by ONS staff.

e Shop Code: Denotes the shop number within region and location. Shops may have same code but be located in different

regions or locations.
e Stratum Weight: This variable describes the weights across shops and location for constructing item CPI, whenever available.

e Indicator box: This variable takes values S, R, M, C, N, T, X, Z. S denotes item on sale, R is sale recovery, M denotes missing
in the store, C denotes comparable substitution, N denotes non-comparable substitution, T denotes temporarily out of stock, X

denotes comparable substitution item on sale, Z denotes non-comparable item substitution on sale.

e Stratum type: This variable denotes if stratified by region, shop, or both. 0 denotes if not stratified, 1 denotes if stratified by

region only, 2 denotes if stratified by region and shop, 3 denotes if stratified by shop only.
e Start Date: Marks the first date that the price contributed to the index.
e End Date: If end date = 99999, then the price contributed to the index. Otherwise, the price was omitted.

e Region:

1 Catalog collections 8  Yorks and Humber
2 London 9 NW

3 SE 10 North

4 SW 11 Wales

5 East Anglia 12 Scotland

6 East Midlands 13 NI

7 West Midlands

e Shop Type: The variable denotes if the store is a multiple or an independent. 1 denotes if there are 10 or more outlets
(multiple), 2 denotes if fewer than 10 outlets (independents).

e Stratum cell: This variable also codes for stratification. 0 denotes non-stratified quote. If the quote is stratified by shop only,
then stratum cell takes the corresponding value of shop type. If it is stratified by region only, stratum cell takes the corresponding
value of region. If the quote is stratified by both region and shop: if store is a multiple then stratum cell is equal to region; if

store is an independent then stratum cell is equal to multiple code + 13.

C.2 Constructing and Merging UK Price Quotes Database

I constructed micro-price statistics in three steps:

e Step 1: This step downloads the data and generates an unique database. The output of this step is “pricequotes.dta”.

1. I download monthly price quotes to generate a panel-data from 1996m1-2016-m3 of the variables described in table III.

2. I drop from the database zero price quotes—temporary out of stock price quotes. I drop also price quotes with validity
different from 3 or 4. Additionally, there are two variables that denote indicator box depending on the date (for example
in 1996m1, there are orig-indicator-box and indicator-box). In general, these variables are equal, but if they differ, they
only differ in the type of substitution—X and S, X and R, and C and N. I only keep with indicator-box in the case it is

not empty, or the other variable in the case is empty.

3. The Office for National Statistics doesn’t reveal the highest level of shop disaggregation for each product/region whenever

there could be any problem with disclosure. For the same item, location and shop at a given month, there could be two or
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more price observations. Hence, this database is not a panel data at the highest level of disaggregation—item, shop and
location. In general this is not a problem since most of the repeated price quotes are equal across stores. Nevertheless, 1
develop a method to recover a panel data of price quotes with the old price quotes. This method is robust as long as two
conditions holds: there is no reshuffling of shops with same id and the order across prices holds across stores.

To analyze the magnitude of this problem, table V describes the number of observations with repetitions. For example,
around 20 million price quotes are not repeated; therefore, they are at the highest level of disaggregation. Two million
observations are repeated twice—two price quotes for the same item, location, shop and month—and so on. For some
months, items, shop and locations, there are 4 cases with 49 shops with potentially different quotes.

The majority of price quote repetitions are equal prices (up to the last cent). Table V shows that there aren’t more than

7 different repetition. Thus, in general, repeated price quotes are of the same values.

Table V — UK CPI Division in Sectors, Sub-sectors and Classes

Number of Observations

Number of Repetition | with repetitions | with no repetitions

1 23392896 23472914

2 2261938 2147038

3 2908812 254346

4 53224 32404

5 10170 4025

6 2238 438

7 637 70

8 432

9 4536

10 810

20 360

30 60

42 210

49 196

I developed an algorithm to recover a panel data with item-store-location price quotes at the highest level of disaggregation
to deal with this problem. The main idea of this algorithm is to order the repeated prices from lowest to higher value
whenever there are repetitions and to keep the same ordering across time to minimize the number of price changes. Next,
I describe the algorithm whenever there are n repetitions at an item/item/shop/time.

Filtering algorithm: Let ¢ denote an identifier at item-location-shop level and ¢ denote time at monthly frequency. Let
Si,t = {p1ti, P2¢i, -+, Pny ; } denote the set of different prices at 4, ¢ level and n™#*(7) = max; #5; ¢ the maximum number of
repetitions for item-location-shop i. Assume that for each (t,), the elements of S; ; are ordered from the lower to highest

value. Next I describe the algorithm.

(a) Set K = n™a%(q)

(b) Generate 135 = pi; for the first non-missing value over t. Set ﬁfg = pK+; whenever pgy; is not empty. If this not
possible, generate 135 = max {piti, P2tiy -, PK—1ti } if max {p1si, P2tiy .-y PK—1ti} > IstK—Hﬁ where H is the minimum
non empty value of ﬁtK—Hi'

(c) Delete all values pyi; s.t. p = pyy; for J < K.

(d) Set K=K —1 and go to (b) if K = 2.

After applying this filter, a good is a different item, shop and location for the price quotes {{ﬁﬁ}:gi}“ At the time

of applying the algorithm, it is important to keep track of the indicator box to filter the data with sales, comparable

substitutions, etc. Additionally, for each price quote I generate a weight with the amount of repetitions across id—this is

57



e Step

important to generate micro-price statistics. For example, if for id = 1 and date=1997m1 there are three price 1, 1 and

1.5, then the weight for 1 is 2/3 and the weight for 1.5 is 1/3.

The last problem I deal with is missing observations of price quotes. To complete different missing observations I follow
the next criteria: if more than 12 months of observations are missing, then the first price quote is a new item. Otherwise,

I completed missing observations with the last available price.

The database “pricequotes.dta” has 6 variables: id, item-id, price, indicator-box, date and weights. The last variable helps

to construct the weights at id level.

2: This step downloads the additional data. The output of this step is “CPI-weights.dta” with weights data at class,

group and section levels, “weights.dta” with items weights, “CPI-item.dta” with items CPI, “CPI-Class” “ with class level CPI

and “Coicop.dta” with the mapping between item id and COICOP id.

1.

e Step

e Step

1.

I download the classification file with item-id together with COICOP classification number and definition. Notice that
the items are not fixed to a COICOP category, since the COICOPs are updating whenever there is new information. For
example, the same item can have two COICOPs at two different moments of time. For this reason, I generate a panel data

of item id and monthly date for the merge.

. Download aggregate, sector, group and class CPI.

Download item weights. In general weights are annual, but sometimes there are monthly or seasonal changes in weights.

For this reason, I generate a panel data of item id and monthly dates before the merge.

Download item CPI. I keep index — algorithm, stratum — ind, item — index, all — gm — index and gm — ra — index, to

keep track of item CPI’s construction method.

. Finally, I download sector, group, and class weights to generate aggregate statistics, since I don’t have price quotes of all

the classes in the economy.

For merging between price quotes to COICOP classification, I complete missing COICOP with the mode in the COICOP

classifications by item.

3: Merging the data. The output of this step is “UK1.dta”.

First I merge CPI-class with CPI-weights and save this database as “CPI-ClassWeights.dta”. Then I merge this database

with the price quotes.

. For item id 212301, 212302, 212305, 212307, 212308, 212309,212310, 212311 and 630106, there seem to be some problems

with the weighting due to some errors in the data base. I assign weights for each case.

For item id 212301, 212302, 212305, 212307, 212309, 212310, 212311, 440111, 520309, 520313 and 630106 there are some

problems with their respective COICOP. I fix each case.

For merging between price quotes to COICOP classification, I complete missing COICOP with the mode in the COICOP

classifications by item.
4: Generate weights, price change distribution and stopping time distribution. The output is “UK2.dta”.

Let j denote the index for item j with weight z;;. I generate the weight of each id denoted with ¢ with the following formula

~1

-1 Wi -1 Wit

oL = 2y oL = t (C.1)
T j(4)e ZieI(]’(i)) Wei 3 Zz wilt

where J(i) denote the item of id ¢ and Z(j) all the ids of item j. I generate also the total weight by class in the COICOP

classification to compute the median of price changes across classes.
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2. For each id I, I construct the stopping times and price changes associated to the prices changes of the id i. Hence, the

output of this step is the weights, the price changes and the stopping time distribution.

C.3 Computation of Micro-Price Statistics
Table VI describes the price statistics with each filter using CPI weights.

Table VI — Micro-Price Statistics for UK

Filter
moments 1 11 II1 v
Absolute Value of Price Change

mean 0.105 0.105 0.101 0.122
Standar Deviation  0.125 0.126 0.109 0.111
Skewness 2.305 2.340 1.916 1.360
Kurtosis 9.196 9.332 6.995 4.546
5th percentile 0.007 0.007 0.004 0.008

10th percentile 0.013 0.013 0.008 0.015
25th percentile 0.024 0.025 0.025 0.039
50th percentile 0.057 0.057 0.063 0.090
75th percentile 0.134 0.134 0.134 0.172
90th percentile 0.263 0.263 0.245 0.284
95th percentile 0.368 0.375 0.340 0.359

Price Change

mean 0.027 0.031 0.011 0.011
Standar Deviation 0.161 0.161 0.148 0.165
Skewness 0.228 0.252 0.163  -0.007
Kurtosis 7.577 7.756 5.787 3.941

5th percentile -0.228 -0.224 -0.233  -0.270

10th percentile -0.136 -0.131 -0.152 -0.190
25th percentile -0.025 -0.018 -0.055 -0.081
50th percentile 0.024 0.027 0.010 0.014
75th percentile 0.077 0.080 0.073 0.098
90th percentile 0.184 0.186 0.166 0.211
95th percentile 0.288 0.288 0.260 0.295

Frequency 0.119 0.102 0.102 0.102
Expected Time 8.179 8.936 8.936 8.935
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D GMM Estimation With Price Statistics under Different Filters

Table VII describes the estimated parameters with micro-price statistics with different filters. The quantitative results are the following:

e Filter I: With this filter idiosyncratic shocks are twice as large than with the final micro-price statistics—filter 3. Additionally,
menu cost are larger than filter 2 and 4, since the model needs to generate large prices. The ratio of free price adjustments over

total price adjustment is 45% larger than filter 3.

e Filter II: With this filter idiosyncratic shocks are twice as large than with the final micro-price statistics—filter 3. Additionally,

menu cost are larger than filter 2 and the ratio of free price adjustments over total price adjustment is 71% larger than filter 3.

e Filter IIIb: This filter puts zero weight to the physical cost of menu cost and it finds similar parameters with positive weight

to this moment.
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Table VII - GMM Estimation with Different Filters at 2 Percent Inflation Target

(Data,model)

moments Filter I Filter II Filter IVa Filter IVb
Absolute Value of Price Change
mean (0.105,0.098) (0.105,0.104) (0.122,0.129) (0.122,0.121)
Standar Deviation (0.125,0.113)  (0.126,0.117)  (0.111,0.120)  (0.111,0.114)
Skewness (2.305,2.372) (2.340,2.354) (1.360,1.207) (1.360,1.243)
Kurtosis (9.196,9.505)  (9.332,9.638)  (4.546,4.128)  (4.546,4.245)
5th percentile (0.007,0.003) (0.007,0.003) (0.008,0.004) (0.008,0.003)
10th percentile (0.013,0.008) (0.013,0.008) (0.015,0.009) (0.015,0.008)
25th percentile (0.024,0.023) (0.025,0.027) (0.039,0.029) (0.039,0.028)
50th percentile (0.057,0.059) (0.057,0.064) (0.090,0.106) (0.090,0.109)
75th percentile (0.134,0.146) (0.134,0.140) (0.172,0.193) (0.172,0.179)
90th percentile (0.263,0.192) (0.263,0.224) (0.284,0.308) (0.284,0.291)
95th percentile (0.368,0.354) (0.375,0.363) (0.359,0.374) (0.359,0.356)
Price Change
mean (0.027,0.016)  (0.031,0.011)  (0.011,0.016)  (0.011,0.014)
Standar Deviation (0.161,0.149) (0.161,0.156) (0.165,0.176) (0.165,0.166)
Skewness (0.228,-0.111) (0.252,-0.120)  (-0.007,-0.103)  (-0.007,-0.083)
Kurtosis (7.577,7.582) (7.756,7.416) (3.941,3.830) (3.941,3.911)

5th percentile
10th percentile
25th percentile
50th percentile
75th percentile
90th percentile
95th percentile

(-0.228,-0.192)
(-0.136,-0.148)
(-0.025,-0.038)
(0.024,0.013)
(0.077,0.079)
(0.184,0.152)
(0.288,0.199)

(-0.224,-0.219)

(-0.131,-0.149)

(-0.018,-0.048)
(0.027,0.012)
(0.080,0.081)
(0.186,0.152)
(0.288,0.225)

(-0.270,-0.294)

(-0.190,-0.212)

(-0.081,-0.075)
(0.014,0.014)
(0.098,0.112)
(0.211,0.234)
(0.295,0.316)

(-0.270,-0.282)
(-0.190,-0.199)
(-0.081,-0.066)
(0.014,0.013)
(0.098,0.111)
(0.211,0.212)
(0.295,0.300)

Frequency of Price Change
Time of Price Change
Cost of Price Adjustment*100

(0.119,0.102)
(8.179,9.765)
(0.600,0.573)

(0.102,0.119)
(8.936,8.381)
(0.600,0.563)

(0.102,0.100)
(8.935,9.955)
(0.600,0.604)

(0.102,0.102)
(8.935,9.781)
(0.600,0.585)

Ratio Free/Costly Price Adjustment (-,0.704) (-,0.689) (-,0.478) (-,0.504)
Estimated Parameters
Tah 0.362 0.299 0.208 0.199
Tal 0.026 0.028 0.015 0.016
p 0.018 0.026 0.070 0.066
0 0.496 0.399 0.305 0.305
hz 0.072 0.082 0.048 0.052

Columns 1 to 3 describes GMM price statistics using target micro-price statistic with the filter 1 to 3. Column 4 describes the GMM

estimation with zero weight on the physical cost of price changes.
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E Heterogeneity and Aggregation in the Calvo, Menu Cost and Taylor

Models

In this section of the online appendix I show in form close solution how to aggregate heterogeneous firms whenever their policy is
described by Menu Cost, Calvo or Taylor pricing models. Assume a finite amount of firms denoted with ¢, with ¢ = 1,2,..., N. Each
firm produces «; share of the output. For simplicity, I assume continuous time. See Baley and Blanco (2013) for similar ideas in the

computation of the aggregate hazard rates.

e Menu Cost: Each firm is described by a set of parameters {o;,p;}. The price gap follows a Brownian motion dpi = O'ithi
and the inaction region Z is described by the set [—p;, p;]. The distribution of price changes is given by
Di with probability 1/2

Ap; = (E.2)
—p; with probability 1/2

with a kurtosis of 1. The aggregate price change distribution is given by

pi with probability a;1/2
Ap = p p y / (E3)

—p; with probability «;1/2

with a kurtosis higher than 1. The normalized price change is defined as Ap; = %Std[Azﬂ + E[Ap] is given by

Std[A with probability 1/2
Ap— [Ap] p y 1/ (E.A)
—Std[Ap] with probability 1/2

with kurtosis equal to 1.

e Calvo: Each firm is described by a set of parameters {0, A; }. The price gap follows a Brownian motion dpi = O'ithi and firm’s

stopping time distribution follows an exponential distribution given by f(7) = Aie~T/Xi. The distribution of price changes is

given by
130 = L2202 e (-2l (85)
with a kurtosis of 6. The aggregate price change distribution is given by
f(Ap) = { f(Ap;) with probability a; (E.6)
with a kurtosis higher than 6. The normalized price change defined as Ap; = Ag%wgtd[Ap] + E[Ap] is given by
f(Ap) = exp (—|Ap]) (E.7)

with kurtosis equal to 6. The normalized price change is defined as Ap; = %WSM[AP] + E[Ap] is given by

f(Ap)

V2| Ap| ) (E5)

= exp | —
Vastdap] ( Std[Ap)
with kurtosis equal to 6.

e Taylor: Each firm is described by a set of parameters {o;,T;}. The price gap follows a Brownian motion dpz' = oithi and

firm’s stopping time distribution is a constant Pr(r = T;) = 1. The distribution of price changes is given by

f(Ap;) = N(Ap,0,0;) (E.9)
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with a kurtosis of 3. The aggregate price change distribution is mixed normal distribution
f(Ap) = { N(Ap,0,0;) with probability a; (E.10)
with a kurtosis higher than 3. The normalized price change is defined as Ap; = WSM[AM + E[Ap] is given by

f(Ap) = N(Ap, 0,Std[Ap]) (E.11)

with kurtosis equal to 3.
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F Calvo Model

An important problem in the Calvo model with positive trend inflation is that the model does not satisfy the Blanchard and Khan
conditions. For this reason, I add business cycle indexation: nominal price adjust automatically to business cycle fluctuations of

inflation. If py; is the nominal price of the firm 4 at time ¢, then

My )* . . .
= pit  if no price change with prob 1 — Q
Dit+1 = a+7) ' (F.12)
Py if price change with prob Q2

Notice that this form of indexation does not affect the steady state of the Calvo economy.

F.1 Derivation of Equilibrium Conditions

e Price dispersion with no idiosyncratic shocks:

Ay = {/;ﬁ;'ydz} (F.13)

e+ [ g (.14)
_ .y — Dt—1,i T N

=[P~ + 1_9( - ((1+7_r)> > di] (F.15)
= [0} + @ +m) MV - )AL (F.16)

e Cost function and feasibility: The cost function is given by
min(1 — Tyme) [Wele + Py N st NG (Dely) ™% = gy (F.17)

Define w: as the real wage. The demand functions, the total cost and the marginal cost are given by

. et
Ny = ytiia w,}*a ( @ ) (F.18)
ntht 11—«
. 1— @
lti = ytllia w;a ( Ol) (F19)
'r]tht (&4
l—«
Yti 1— 1—a)\“ o
totalcosty = (1— Tmc)ﬁwt a <( ) + (1 — 04) > (F.20)

e
1— ) 1— e 11—«
mey = ——mC e ( 0‘) +( < ) (F.21)
Nzt « l1-—a

Let define « = ((ITTO‘)Q + (ﬁ)lia) then

mey = — (F.22)
nztl—‘% ot
To obtain total labor demand, note that
1 1 . 1— «
/ ldi = / R ( a) di (F.23)
0 0 ntht «
1-a)\* 1 E ,
_ (( )) = / (o) di (F.24)
awg Ft Nzt JO
Yt 1—a @ 1 ~7 )
= T Al-a (g) / by ?dl (F.25)
T]tht aw 0 ’
Y: 1-— «
— (( a)) Ay (F.26)
Nzl * awt
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To obtain feasibility

ngt + Ct

Vi [ Net
11—«
A
Ye|1- ( e ) 1—;
1l—« Ft Nzt

F.2 Calvo Model Equilibrium Conditions

Let X denote the detrended variable and X be the original variable.

e Stationary household optimality conditions

mu(S)

2(S)

mu(S)

KL(S)X

u(S)

U(s)

B(L+g) 7P ng— (S)R(S)Es

£(8) Toes

! l1—0cz
s [ (2624
1+
(©(8) = wHE) o
w(S)

(c(s) - wEE) T

u
1—

Tnp

(1= B)u(S) + Bg'—Tmr Uys5(S) T=oex

— Where the original variable can be obtain as:

Ci =C(St)(1+g)*

iy = u(S)(1 + g) 1 o)t

miug = mu(Sy)(1+ g) "ot 5 Ly

( U(S")/Uss > mu(s’)

(S’

=1Lt ;

|

Iy = I1(S)

Ue =U(S)(1+g) om0t 5y = w(Se)(1 + g)*

e Stationary firms optimality condition, inflation and price dispersion

2

H(S) = ’77(1 — B)mu(S)Y (S)me(S) + ...

-1

+B(1L+g)' "7 (1~ Q)Eg
FS) = muS)Y(IS)Q1-8)+...

+B(L+g)' 7P (1 - Q)Eg

$(8) o

(H(S/)(l—/\)(v—l)(l + T—F)/\(w—l)> <

T
*
2
Il
AN/

Q

1usnu+ﬁyh—nnwyh»m—n}f~

QP(S)) 77 + (1 -9 ()T 1+ 1)) A(8))

U(S8")/Uss
$(S5) T=wex

) —Oez H(S’)

|

>_ ez F(S/)

— mice = me(St), Ye = Ye(1 + g)t, Py = Py (Se),He = H(St)(1+ g)(1=np)t | Fy = F(Sy)(1 + g)1—omp)t
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e Stationary monetary policy and aggregate feasibility with change of variable

me(S)

R{(S)

R(S")

n=—(S)L(S)

ng—(S) +C(S)

e Exogenous shocks

. Lw(s)lfa
(= mmel s, =)
1— Tme
mc(S)

w(S)a\ T A(S)
) (1_<1a) nz—(5)>

log(ng)(S") = (1 — pg)log(ng) + pglog(ng(S)) + ogey
log(n:)(S") = (1= pz)log(nk) + pzlog(n:(S)) + o=¢.
log(n:)(S") = ore;

log(ng)(S") = (1 - pq)log(n;) + pqlog(ng(s)) + oqeq

F.3 Solution Method for the Calvo Model

The solution method has in 3 steps:

1. Solve the model using 2-order order perturbation methods.

e Compute the steady state.

e Set the hypercube limits for the solution with projection methods.

o Get initial conditions for the coefficients in the policies function using linear regression over the simulation.

2. Solve the model using global methods without the zero lower bound.

e In this step I use an iterative method. The initial condition is given by the previous step.

3. Solve the model using global methods with the zero lower bound.

e In this step I use an iterative method. The initial condition is given by the previous step.

66

(F.36)

(F.37)

(F.38)

(F.39)

(F.40)

(F.41)

(F.42)

(F.43)
(F.44)
(F.45)
(F.46)

(F.47)



F.3.1 Step 1: Perturbation Method Around the Steady State

First, I compute the steady state of the model

Ngss =1 5 Nzss =1z
Ng,ss =MNg 5 MNrss =1
1/(1— _ _
. (1 — (1= Q)+ 77" ) Om PR =1) 1 Bnge(l—Q)gl (14 7)
e Q ' ° Y 1 — Bng,ssgt=on (1 = Q)(1 +7)7 1
MCssTz,ss 1/(1=a) . _ (%) i
(1 = Tme)t ’ 8 K
Q(P* )_ Lss
Agg = ———+ ; Y= Nz,ss &
1—(1 -7 (;;;xs) A
-« 14+x\ ~%np
A L
Css =Yss | 1 — (M) =) - MNg,ss Muss = U Css — K 58
l1-a Nz,ss T+x
Lltx
_ (Css —r35g) 7T _ 1-8
Uss = U 3 Uss =Uss T > 1 _5.
[— 1= gl —7mr
Hoo— 2 (1 — B)mussYssmess . B =(1-8) Miss Yss
SR e s T s 1= Bglan (- Q)+ 7)1
1+7 _
Ress = el s = (1+7)

Yss =1 ; ngzl ; Mssz(l—TL)lfo‘/mc

Then, I solve the system of equation described in the previous section without ZLB with second order perturbation methods. For
all the positive variables I apply the log transformation X; = XSSeXt and I didn’t apply log transformation for variables that are

negative.
e Positive variables:
{mu,11,%,%%,C, L,w, S, Y, P*, F,me, A, , R*, R,nc, 1z, MR, 1Q }
e Non-positive variables: {u,U}

Household equilibrium conditions:

—Oez
N N > U, U, N s
M = Bt Rageem, | YotV ) s (<49
Egsezt IIss
S Ui 1*})'62
Ysse = U (F49)
SSs
3 3 1/(1—0ez)
D O (F.50)
N ~ L Lt 14+x —9Inp
e — g <CSSeCt _ ,Jfﬂi) (F.51)
kL (eﬁt)x = wssewt (F.52)
# l1—0o
~ L1+ np
(Cssect — HA(LS<S‘13+;) X)
. = u ) (F.53)
— onp
Uy = (1-B)ie+Bg = mrUs x2St (F.54)
(F.55)
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Firm equilibrium conditions

~

Hsse{{ = 71(1 - B)mussem“‘YsseY‘mcssemc‘ + ...

—0ez
o+ Bgr (1 — QE, |17, el (=2 (Ut‘H/USS> Ho el

2 5?2
YZ.e*t

Fsseﬁt = (1—5)mussem“tYsse?’f+...

—0eZ
H_i_ﬂguanp(l —Q)E, ng—n <eﬁt+1(1**)(7*1)> (Utﬂ/{fjs) Fsseﬁtﬂ

Ps*sept* = —HSS eﬁ‘_ﬁt

F‘SS

* P,
Plet

1—(1—

2 2
Esse t

Aggregate equilibrium condition:

mecsse’ "t

MgeMt

ASSeAt
Rsseér
RSSeRt
nZsseﬁZt Lsseﬁt

NGss€"Gt + eCt Css

Structural shocks

Q

Q)Hg’;_l)eﬁt(l—/\)(w—l)} =

(wss)lfaeﬁ)t(lfa)
(1 = Tme)
7725567’2’5
1— Tme
mcsse"ict

~ 1_¢’7'
( 1;::?) Rsse ((ent)qb7T (emCt)¢y) (emCt—WLCt—1)¢d’/

- o, (eﬁt(l—m) ASSeAH)

_ Pr
(B ) e
% i (1-a) aA eA

awgsseWt 58

Nzt =
ARt =

nQt =

n 11—« A
wsseWta Aggett
1-«a nZsseﬁZt

pPGhGt—1 t 0GeGt
pzNzt—1 + 0z€zt
ORERt

PQNQt—1 + 0QEqQtL

Remark 1 It is important to take perturbation at log steady state for high persistence shocks .

(F.56)

(F.57)

(F.58)

(F.59)

(F.60)

(F.61)

(F.62)
(F.63)

(F.64)

(F.65)

(F.66)

(F.67)

(F.68)

(F.69)

(F.70)
(F.71)
(F.72)

(F.73)

Remark 2 It is important to normalize the derivative with respect to Uss the discount factor. If not, there are large numerical errors

in the first and second derivatives.

F.3.2 Step 2: Solving the model without ZLB

I use an iterative method to find the equilibrium.

e Step 2.1: Initiate

using the second order perturbation methods.

mu®(S), R%(S), R%(S), °(S), U°(S), HO(S), FO(S), A°(S)
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e Step 2.2: Given mu’(S), R{(S), T{(S), UH(S), H:(S), Fi(S), Ai(S), I use the Euler equation to get

i(Qry\ 1= %ez
SHL(S) = By (LU(S )) S} (F.75)
i(gr ez i(gr
M () = By~ g (SHRS)Esy | | — oW Toe ) me(5) g (F.76)
(Dit+1(S)) T=vex 1I(5%)
e Step 2.3: With mu(S)*+1(S) I solve the following system
kLTS = wit1(9) (F.77)
) ) i+1(g)1+x
muttl(8) = a(CH(S) — nﬁ)*% (F.78)
1+x
n(e)L () = v (U5 ) at) (F.79)
? aw'+1(S) '
: : wt(S)a\ T Al(S)
ng(S) + CTL(S) =Y (9) [ 1 - ( ) (F.80)
1-a n=(S)
Compute the marginal cost and period utility given by
) i1, oyl
) i+1 S l—« ) Cz+1 S) — HL (S) l—onp
mch‘»l(s) — (1 _ Tmc)L (w ( )) uz+1(S) _ 17,( ( ) 14+x ) (FSl)
n2(S) 1—onp

e Step 2.4: Update forward looking policies U(S), H(S), F(S)

. . . 1
UH(S) = (1= Bt (S8) + Bg' T U B (S) Tooes

HFY(S) = %(1 — B)muiTL(S)Y L (S)mcTL(S) + ...
RS /gglff’np(l _ Q)ES, <UZ(S,)/U155> T <(Hi(S/))(17>‘)7(1 + ﬁ_))\'y> Hz‘(S/)
|\ (i(s) 7=

FFYS) = mu™H(S)YFHS) (1 -8) +...

'

)— ez <(Hi(S/))(1—A)(w—1)(1+7—r)k(7—1)> Fi(S/)

Byl T (1 - QEs <<U(SWU

(5i(8) e

|

e Step 2.5: Update backward looking policies R(S), RO(S), I0(S), A9(S)

. 1-0 V@D
1® = (e (4
Ai+1(s) — (Q ((P*)z+1(s)))_7 4 (1 _ Q) (H’H*l((s))(le)’Y(l + 77.))\7) AZ(S))

v+ aen(G) () (522)") ™ ()

RHI(S) = ((%) (R*)”l(sﬂ% RI(S) = (R*)™1(9);

e Step 2.6: If
error = meang (Jmu(S) — mu'*(S)| + [II(S) — I (S)| + |U(S) — UTH(S)|) < e (F.82)

Then stop. Otherwise go back to step 2.2.
Remark 3 The projection method that I use to solve the equilibrium is Smoliak sparse grid with anisotropic construction.

Remark 4 To construct the expectation I use Gauss-legendre quadrature and I use the inverse of the accumulated normal in the nodes

to recover the modes in the normal distribution.
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Remark 5 In step 3 I use Golden search to obtain the labor supply. Specifically, labor supply in the i iteration satisfies

i+l = argmin | mu’ — 7/£7X(S)1+X —on ’
£1(8) = argmin (mai(5) - (C(X) — w0 ) o0 ) (F.53)
with
_ n=(5) kXXa\* [ kXX« =2 Ai(9) _
=2 (Toa) <1 (7=5) nz<s>> 7a(5) (84

F.3.3 Step 3: Solving the model with ZLB

I repeat the same algorithm as in step 2 using as the initial condition the policy function of the model without zero lower bound with

global solution. The only difference comes in step 2.4 where I solve the following system:

AFL(S) = <Q ((P*)i+1(s)))—v+(1_g) (H”l((S))(l—A)'y(l—i—fr)M) Ai(s))
br

oo (22 () (5)") ™ ()™

RiI(S) = ((519:’;”)(}%*)1'“(5))%

R7HS) = max{L,(R")™(9)}

(R*)1(S)
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G CalvoPlus Model

This section describes the computation of the CalvoPlus model in the steady state and with business cycle.

G.1 CalvoPlus Model: Steady State

G.1.1 CalvoPlus Model Equilibrium Equations

The equilibrium equations for the steady state are given by

e Household optimality conditions

Li+x
Mmuss = K(Css — k=2 )707”7 (G85)
1+x
KLY = Wss (G.86)
1—0o
Lifx "
for-eti)
Uss = K (G.87)
1—on
Uss = (1—=PBluss+p(1+ 9)1707”) Uss (G.88)
e Stationary idiosyncratic conditions
v(p) = Ep [((1 — hz) max {mgx V(p) — Qwssmuss, V(ﬁ/(ﬁ))} + hz max V(ﬁ))} (G.89)
c,nc P )7
V(p) = ©(p) + Bg' =7+ v(p) (G.90)
Q(p) = mussYssp™ ' (P — mcss) (G.91)
B2 ith
s = prob. p
P =9 AT (G.92)
ple_‘_ﬂ_ with prob. 1 —p
p* = arg max V(p) (G.93)
2
U= {:E : V(ﬁ*) — Owssmuss < V(ﬁ)} (G94)
= SAa
C:{(ﬁf,Aa):p’e_ e\lf} (G.95)
1+7
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o Aggregate feasibility and monetary policy

11—
MCss — (1 _ Tmc)’»%
MNzss
1 - mc
Moy = L=7me)
MCss
oo () () )
Bty o L
. ( 1— Qus )ﬁ
s = = o~ s~ N1 SS
—0.G) ) 7
Qss = hz+(1—hz) f—(dp-)g(dAa)
(h—,Aa)¢C

1

5_ela)l—7 =7
pos = ( / ] (p)(th)f—(dﬁ—)g(dAa)>
(p—,Aa)eC

1_st

Ngs = /ﬁ_wf(ji) ; f(p) := distribution of posted prices

P

G.1.2 CalvoPlus Model Equilibrium Computation

1. Step 1: Guess (Al,; Q1

1
ssy " ¥ss) mcss)'

2. Step 2: For (A%,; Q% ,mcl,) solve

1

w o mcssnSZS T-a

* (1= Tme)t
Lss = (L)SS ) i

K

Y. = 'r]Z Lss — (QSS - hz) 0 (awss )a

* 5 Ass l1—«

l1—a
Wes A
Cos = Voo (1_(138 ) ?)—n?s
-« 7755
LitX\1 o,

e _ ﬂ(CSS K Thx ) o

h 1—on

Lgd™
mu, = a(C S k= )"%n
ss ( ss 1+ X)
1—
Uss — uSS( 1_5)
L= Bgl=on
ILss = 1+7
1+7
Rss - —
By~

Yes = 1
Res = 1
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3. Given (Y2, mul , wly, L), solve

’Ui () = (1—hz)max {mﬁx d(z) + Bglfo"f’vi (z) — musswss0, P(p) + ,Bglfanpvzl. (ﬁ)} +...

4 hz (B(P) + BgTImrvi(P))

vy(p) = Ep [vi(@)']

‘b(ﬁ) = MmussYssh (ﬁ - mcss)

=~ U'hyﬁa

pe 2 with pr. p
p'(p) = M,
pe’a

- with pr. 1 —p

and get p*, ¥ and C .

(a) Technical 1: For the firm problem I use spline of 2nd or 3rd order to approximate the value function. It is important to
not do 1st order splines, since it generates jump in the reset price in the iteration.
(b) Technical 2: 1 use contraction together with colocation to solve the Bellman equation of the firm.
(c) Technical 3: 1 use Brent optimization method to solve the firm problem.
4. Step 3: Fix a grid between [Pyin,s, Prmaz,s] With ns points. Construct the three transition matrices Faq, Fi1, F, with C and ¥
where
(a) Faq is given by the transition probability p1 = ﬁ‘%.
(b) Frx is given by the transition probability ps = l_f—l.
ss

pl(peC)+I(p ¢ C)PY, with prob. 1 —hz

(c) Fp is given by the transition probability ps =
Py, with prob. hz

using linear splines over the grid [Bmin,s; Pmaz,s]. To compute the ergodic distribution use the eigenvector of the unit eigenvalue

of FaoFnF), that gives the ergodic distribution nss. After having the ergodic distribution compute the reset inflation, price
dispersion and frequency of price change.
® Naur = (NssFaaF1)I(p € C)(1 — hz).
1= naua ().
o oo = (14 7) (3, 5l0)1 7 gaaml Y T

1

1-Q =y
° = ——_°%ss .
°° ( 1-QP; " ) e

Afe =22 P() " Tnss (i)

*
o %,

5. Update aggregate state from the simulation.

(a) If abs( FJ;:T) < A, then

meltt = mel tadjx s T MO il il — QF 4adj(Q1,—QL,) AN = Al +adj(A%L,—AL)  (G.103)

(b) If abs(Ie2) > A, then

1+7 )
) . 147 adj
meit! = mel, ( 0 w) (G.104)
Ss
6. Check convergence of the policy
Ccitl _ i it g i+l ] AL Ayl oy
max(abs(—= —, =i —=, MEss - MCss Ll i —os —, 22 —)) < tolcony (G.105)
OSS LSS mCSS ASS YSS
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Go to step 2 if it doesn’t converge.

7. After converge compute micro-price statistics with extended F . I can the distribution of price change as f(p) = nss * Faq Fi1 *

(pi ¢ C).

G.2 CalvoPlus Model: Business Cycle

The algorithm to solve the model consists in 3 steps:

Step 1: Use perturbations methods to approximate the equilibrium dynamics without the ZLB. Use the reset price with Calvo. Project

price dispersion, reset inflation and frequency of price change into the state.
Step 2:  Solve equilibrium conditions with global methods ignoring the zero lower bound.

Step 3:  Solve equilibrium conditions with global methods with the zero lower bound.
G.2.1 Step 1: Approximation of the Equilibrium
1. Step 1: Initiate the Krusell-Smith projection
A(S) = Pi(log(5)) 5 Q(S) = Pi(log(S)) ; ¢(S) = Pi(log(S)) ; 71 (G.106)

where P! denotes a linear projection.

2. Step 2: Given
A(S) = Pi(log(S)) 5 QS) = Pi(log(S)) 5 ¢(S) = Pi(log(8)) ; 7 (G.107)
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solve the aggregate equilibrium equations using second order approximation (with Q* = p + hz)

mu; = —on ) , Ui(S")/Uss T mu;(S)
. / 1—0ecz
Si(8) = ES[(UU(S)) S]
(9)1+
mu;(S) = ﬁ(Ci(S)fn%)Xx)*Unp
KLY = wi(S)
Ci(S) — e LalS) X 1=onp
ui(S) = 17,< (5 17(17:2 )
Ui(S) = (1fﬁ)ui(S)+5gl—”npUsszi(s)ﬁ
_ 1-Qi(S) =1
= Cfmwwww“ﬂ #i(5)
— wi(S)'
mei($) = ul-me)= T
; = R 1+7 ;(S) o mc;(S) A me; () bay
R;(S) = R_(S) (ﬁg—dnp) <((1+7‘r)) ( mcss ) > (mc,(S))
—Onp [o28
Ri(S) = ((5f+ﬁ)m(5)) .
0 = 0 (S)(Li(S) — 0(u(S) — h2)) + Yi(S) ((1 - “))a AL(S)
aw;(S)

ng—(S) + Ci(5)

wi($)a\ 17 A(S)
mw<1(1a> n%@)

Hi(S) = —= (1= B)ymui(S)Yi(S)mei(S)r + ...
4 Bg' T (1 - QF)Ey <[W)/[1]SS> h I1;(S")YH;(S") S:|
| \Zi(s)T=7es
Fi(S) = mui(S)Yi(S)(1—B)+...
-+ Bgt T (1 QF)Eg <W) N I1;(S") Y~ Fi(S") S]
| \Zi(s)T=7e=

(a) Warning: The order of the projection has to be equal to the order of the order of the perturbation method . Since I'm
approximating the equilibrium dynamics, I use first order perturbation for the state variables, but second order perturbation
for the control variables. An alternative method is to use pruning. I find that this method generates a good approximation

of the equilibrium.
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Ai(S) = Pi(log(5))

Q:(5) = Pi(log(95))
@i(S) = Pi(log(S))
log(ng(5")) = (1 —pg)log(ng) + pglog(ng(S)) + age,
log(nz(8") = (1—pz)log(nl) + pzlog(n=(S)) + oz¢.
log(nr(S")) = ore;
log(ng(S")) = (1 — pq)log(ng) + pqlog(ng(s)) + oqeq
3. Step 3: Given
mu; (S), me;(S), Ui (S), Yi(S), w; (S), IL;(S) (G.108)

solve the firm’s problem

Evi(p, S)
(5, 9)

7 (p,5")

and get P'me(S)7 \I’/Z(S)vcl(‘s)

o
©
Il

(1 — hz) max {v{ (S) — mu; (S)wi(S)0, vy (b, S)} + hzvi(S)

max ®(z, S) + Bg ~nrvl(x, S)
x
ﬁ 1—o0o i ﬁ
P ——,5 np ]
(ws) +20' 4 (e )

) / —Oez ]
Ep (Uﬁ(s N ) w78
ZZ(S) 1-0oez
mu; (S)Yi(S)P™7 (B — (1 — 7)mei(S5))
{ ﬁe"aez with prob. p
oacf

pe with prob. 1 —p

P"e(S) = argmax@(:c,S)+5917°’"Pv1(x,5')

Ui(S) = Ap: (B, 5) 2 vi(5) — mui(S)wi(S5)0}

{(ﬁ_,Aa) peBe ¢ \I/(S)}

(a) Technical 1: For the firm problem I use spline in the firm’s relative price and smoliak polynomials for the aggregate state.

(b) Technical 2: T use contraction together with colocation to solve the Bellman equation of the firm.

(¢) Technical 3: 1 use Brent optimization method to solve the firm problem.

(d) Technical 4: To solve this problem I preallocate the base in the optimization before solving the firm’s problem, avoiding

the kronnerker product in the expectation

(s, 9) = Y

€5,€S

w(es)w(es) (

U(S(S,€5))/Uss

7 > / O(s'(s,€5),5' (S, €5))
5(S) T=eer

=D w(es)w(es) <U(S(S€S))/U> (@s(5'(5,€5)) @ P5(S'(S, €5))

(s

€s

£(8) 0w

’w(ﬁs)@s(s’(s,es))) ® (Zw(es) <U(S(S’€S))/USS> @s(S,(S, GS))

E(S)ﬁ

€S
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Step 4: Given the policy
I1;(S), mei(S), Ri(S), P"(S),Ci(S) (G-109)

and some initial conditions s;4;, and Sagge

(a) Compute the distribution after repricing decision
Nhuwt = (Mi—1Faa)I(pe™ € Ci(Si—1))(1 — h2) (G.110)

(b) Compute frequency of price change Q¢ =1 — >~ nauz,t(4)-

(¢) Compute the reset inflation
1

. =

_ s(iyi—v_ Nauzt() G.111

Pt <; p(1) Suminauz,t(i) G- )
(d) Compute inflation
1/(1=v)
1—O

= (=% G.112

' <1QtPt1’Y> - | )

(e) Update the distribution ny = n¢—1FaaFi1, Fp
(f) Compute price dispersion ¢y = >, p~ Tng
(g) Update state S; from Sy_1

4. Step 5: Check convergence of the policy.

Ci(S) — Ci_1(S) Li(S) — Li—1(S) mei(S) — me;—1(S)
SrEnSaggg(abS( Cl',l(S) ’ Lifl(s) ’ mcifl(S) T (G.113)
() _ R Bre(S) — PG(S) TLi(S) — Ti—1(S) .
..., Ri(S) — Ri_1(S), ) ) ) < toleons (G.114)

where S = {S1, S2, S3,...} is obtain from the simulation to evaluate the model in the ergodic set from the previous iteration.

Continue the procedure if it doesn’t converge.

5. Step 6: Update the coefficient in the projection
Ay = Pit1(log(St—1)) 5 Q= Piya(log(Si-1)) 3 ot = Pip1(log(Se—1)) (G.115)

in the case of TE;_I update in such a way that the inflation in the simulation is equal to the inflation target. Go to step 2.

G.2.2 Step 2: Equilibrium Ignoring the Zero Lower Bound.

1. Step 1: Initiate the Krusell-Smith projection
A(S) = PP(log(5)) 5 QS) = PP(log(s)) 5 »(S) = Pf(log(S5)) (G.116)

where P2 denotes a quadratic projection and a policy function.
2. Step 2: Fix £. Given
A(S) = P (log(5)) 3 Q(S) = PZ(log(S)) 5 ¢(S) = P{(log(9)) (G.117)
and

i (S) 5 Ua(S) 5 E14(8) 5 mu(S) (G.118)

) 3
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e Step 2.1: Given muy; ;(S),U; i(S),%;,:(S), muj ;(S), use the Euler equation to get

Yj+1,:(S) =Eg

mujt1,i(S) = Bg~ 7" nq(S)R;,i(S)Es [ (

(Ujﬂ,i(sl))liaez g
Uss

Uj,i(S")/Uss e mu;,i(S)
(254(8) Tex 11;,:(S")

|

e Step 2.2: With mu(S);41,i(S) solve the following system

ng(S) + Cj41,i(S) = Yjt1,:(S) <1 - (

kLj11,:(S)X = wjt1,:(S)

_ Ljpa(S)x
1+x

(1-a)

awjﬂ,i(s)) i)

wj+1,¢(5)0¢)1_a Aq(9)
11—« n2(S)

mujt1,i(S) = a(Cj41,:(5)

)_Un

7M$%HA$=Y”%m(

Compute the marginal cost and period utility given by

Ljy1,:(8)tTx

(1 - Tmc)wj+1,i(s)17a (Cj41,:(5) — “T)lﬂr"”

mej41,i(S) =

12(5) ujy1,i(S) =1a

1—onp

e Step 2.3: Update forward looking policies U(S), H(S), F(S)

Ujt1,:(S) =

Rj1,:(9)

Rjt+1,:(9)

(1= B)ujs1,(S) + Bg' T Uss£y41,4(8) T=0en
R(a(1+ﬁ> Cmu@»%<m%uw»% lmcmﬁum)%
- Bg—nr 1+ MCss mc(S)

((5970"10 ) (R*)j+l,i(s)> ’ Rj11,i(8) = (B")j41,:(5);

1+7

e Step 2.4: If j +1 =& go to step 2.5. If

error = meang (Jmu’(S) — mu't1(S)| + |II(S) — I (S)| + |UH(S) — UTH(S)]) < e

go to step 2.5. Otherwise, go to step 2.1.

e Step 2.5: Solve firms Bellman equation

vj+1,i(p, S)
U]C'+1,i(5)
vit1,:(P,5)
Evjy1,i(p, S)

®(,9)

7 (»,5")

(1 = hz) max {v§ 1 ;(S) = maj 11, (S)wj1,i(S)0, 051 (B, S) } + havfiri(S)

max ®(z, S) + Bg' 7" Bvji1,i(x, S)

D 1—0 p
o(—L  5)+ 89 Busya (—S)
(Hj+1,i(5) ) I T(8)

U; iSl Uss T ~
B (M) vjy1,:(P', ")
Ei(S)lfaez

(1 = B)mu;j1,:(S)Yj41,:(S)B™ 7 (B — mejt1,i(S))

p with prob. p

~ oqe?—

pe =" with prob. 1 —p
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and get Pj11,;(S)

P194(S) = argmax®(z,S)+ Bg'~mrvi(a, 5)

' - 1—Q(9) = ;
Pij11,4(8) = <1_Q(S)( Pl (S)H > i

e Step 2.6: If

max (abs(cj+1’i(5) —Ci(S) Ljt1,i(S) — Lj,i(S) mejv1,i(S) —meji(S)

sesers Cj.i(S) ’ L;.i(S) ’ me;.i(S) o

Pj+1,i(S) = Pji(S) Wjy1,4(S) = :(5)
P;i(S) ’ I15,:(S)

'7Rj+1,i(s) Jﬂ(s) )) > tolconw

go to step 2.1. If

Cj+1,i(S) = C,i(S) Lj4+1,i(S) — L;i(S) mejt1,i(S) —me;,i(S)
L

)

sgls‘?e%( b Cj,i(S)

752
Pj41,i(S) = P5,i(S) Wjt1,i(S) — 115, (S)

S Rj1,i(8) — Rji(9), P, Z(S) . I0,.,(5)

)) < tolconw

Set

C1,i+1(8) = Cj+1,i(S) 5 L1,i+1(S) = Lj+1,:i(5)
mei,i+1(S) = mej+1,:(S) 5 Ii41(S) = Ij44,:(5)
and check if

Cji+1(8) = C1,i(S) L1,i+1(S) — L1,:(S) mer,i41(S) — mer,i(S)

max (abs(

Seserg Clﬂ(S) ’ Ll,Z(S) ’ mcl’i(S) T

Piig1(S) = P1i(S) Hii41(S) — 1 ,i(S)

S R1; S) — R1.4(S5), ,
1,i+1(S) 1,:(S) PraS) .1(5)

)) < tolconw

If this is the case, I find the equilibrium. If previous inequality doesn’t hold, go to step 3.

Step 3: Given the policy
Hl(S)a mCZ(S)7 RZ(S)z szc(S)zcl(S)

and some initial conditions s;4;0 and Sagge

(a) Compute the distribution after repricing decision
Naux,t = (ntleAa)I(ﬁeA S Ci(Stfl))(l - hz)

(b) Compute frequency of price change Q¢ = 1 — sum;naua,t(%).

(c) Compute the reset inflation

SuminNauzx, t( )

. 1- 1/(1=7)
= —F5— @
i '

(e) Update the distribution ny = n¢—1FaaFi1, Fp

B L

(d) Compute inflation

(f) Compute price dispersion oz = >, p~ Tn¢

(g) Update state Sy from S¢_1
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(G.130)

(G.131)

(G.132)

(G.133)

(G.134)

(G.135)

(G.136)

(G.137)

(G.138)



3. Step 4: Update the coefficient in the projection
A¢ = P2 (log(Si-1)) 5 Q= PZi(log(Si-1)) 5 ¢ = Py(log(Se-1)) (G.139)
Go to step 2.

G.2.3 Step 3: Solving the model with ZLB

I repeat the same algorithm as in step 2 using as initial condition the global solution without zero lower bound. The only difference

comes in step 2.3 where I solve the following system:

o () (59 (5m)™) ()™

Riﬂ(s) = ((w) (R*)i+1(s)>¢r

(R)FH(S)

1+

RL(9) max{l,(R*)iJrl(S)}

One of the main problem in solving the model with ZLB are explosive dynamics in the ZLB whenever the frequency of the zero
lower bound become sufficiently high—bigger than 50%.
To avoid this problem, I follow Ferndndez-Villaverde et al. (2015) and I add a consumption tax that stimulate consumption whenever

output gap is sufficiently low.

’ “OTez ’

mu =pB(1—-71 1+g) 7"Pn,—(S)R s/ —_—t —_— .140
S) =B -79(s Tnen,_(S)R(S)E U(57)/Uss mu(&) g ¢l
£(S)Toer 1(s’)
0 if me(S) > me
T(8) =4 1- ! — otherwise (G.141)
B(14+9) " P g (S)R(S)Eg, | [ LEYas LCION
s(s)1-0ez 9

Importantly, this tax to consumption is never active in the optimal inflation target and I only use it for levels of inflation less than

the optimal.
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H Asset Pricing Computation

This section computes the price and rate of return of a set of assets, since I use asset pricing implications of the model to calibrate the
risk-aversion parameter in the Epstein-Zin preferences formulation. Let A(S,S’) be the stochastic discount factor in the model. Given

Epstain-Zin preferences, the stochastic discount factor is given by

(H.142)

A(8,8") = B(1+g)' e < us) ) ~ mu(s’)

Egr [—U(S")1=7e: | 8|77 m(S)
where [ is the discount factor; 1 + g is the growth rate of consumption; U is the representative consumer value function and mu is the
marginal utility. I use S to denote the state of the economy. A(S,S’) is the marginal rate of substitution between a unit of consumption
in S and (1 4 g) units of consumption tomorrow S’. It is important to note that I'm adding the growth rate of the economy in the
discount factor, since all the assets’ payment schedules have growth. The marginal rate of substitution between a dollar in S and S’
denoted by A(S,S’) is given

A(S,S)

A(S, ") = (1+ Q)W (H.143)

where II(S’) is the aggregate inflation. Remember that I calibrate the model at monthly frequency; thus I need to convert rate of

return at annual frequency to compare them with the data. For all the asset prices, I calculate the de-trended value.

e Real Short Term Risk Free Asset: This asset pays (1 4+ g) units of consumption tomorrow in all the states of the world.

The price v%7f(S) in state S and the annual rate of return 75:"f(S) of this asset are given by

12
Vst,rf(s) =Eg [A(S, S/)} S} : T,st,Tf(S) _ (%) (H.144)

o Real Short Term Risky Asset: This asset pays aggregate consumption tomorrow in all the states of the word. The price

vS67T(S) in state S and the annual rate of return 777 (S) of this asset are given by

7 12
VTT(S) = B [A(S,8)0(8)| 8] 5 r7TT(S) = s [(“,,Lilf;f))

s} (H.145)

e Real Long Term Risk Free Asset: This asset pays (1 — 3)(1 + g) units of consumption tomorrow in all the states of the

word in all periods. The price 7/ (S) in state S and the annual rate of return r'*7f(S) of this asset are given by

V11 (8) = Esr [AS,8) (1= B+ 77 (81) | 8] (H.146)
_ Jtrf g 12
rlt,rf(s) — ((1 _i_g)%f(s)(s)) (H.147)

e Real Long Term Risky Asset: This asset pays (1 — ) aggregate consumption tomorrow in all the states of the word in all

periods. The price v!%"7(S) in state S and the annual rate of return r!*77(S) of this asset are given by

vIT(S) = Ess [A(S,8') (1= B)C(S") +v177(5"))| 5] (H.148)

,r,lt,'rr(S) _ ]ES/ (1 _ ﬂ)C(SI) 4 Vlt,r’r(s/))12

plt,rr (S)

((1 +9)

S} (H.149)

e Nominal Consol: This asset pays (1 — 3) dollar tomorrow in all the states of the word with a geometric coupon d.. The price

£m¢(S) in state S and the annual rate of return r™¢(S) of this asset are given by

£"°(S) =1 - B+ &g [K(S,9)¢™(S")

nc _ JCSnC(S) 12
S (snc(S) my ﬁ)) (H.151)

e Nominal Consol with Risk Free Preferences: This asset pays (1 — ) dollar tomorrow in all the states of the word with a

S] (H.150)
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geometric coupon d. and it is evaluated with risk free preferences. The price V”’"(S’) in state S and the annual rate of return

677 (S) of this asset are given by

£e(S) =1 _BJ”SCR%]ES' [£7(9")] 5] (H.152)
neray 6:£m¢(S) 12
® = (gem—11-75) (H:159)

Table VIII — Asset Pricing Implication Calvo and CalvoPlus at One Percent 1T

Calvo CalvoPlus

Mean Return NoZLB ZLB NoZLB ZLB
Assets

Short-Risk Free 3.38 3.48 3.41 3.30
Short-Risky 3.82 3.94 3.69 3.85
Long-Risk Free 4.48 4.53 4.38 4.53
Long-Risky 4.51 4.56 4.41 4.57
Risk Free Nominal Consol-Risky 4.21 3.81 4.29 3.53
Nominal Consol 4.68 4.20 4.79 3.68
Equity Premium 1.13 1.08 1.00 1.27
Consumption Premium 0.03 0.03 0.03 0.04
Bond Premium 0.48 0.39 0.51 0.15

Rows 1 to 6 describe the rate of returns of the real short term risk free asset, the real short term risky asset, the real long term risk
free asset, the real long term risky asset, the nominal consol and the nominal consol with risk free preferences. The equity premium is
the 4th row minus the 1st row, the consumption premium is the 4th row minus the 3rd row and the bond premium is the 6th row
minus the 5th row.
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I Business Cycle Statistics With No ZLB and 2% Inflation Target

This section describes the computation of the linear impulse-response for the Calvo and CalvoPlus model, together with the business

cycle statistics.

1.1  Business Cycle Statistics

Let mz*® "M be the moment m, variable x, sampling length 75 and model M. The business cycle moments are composed by the standard

,m

deviation, persistence and correlations with respect to output and inflation. Next, I describe the steps for computing mg in the two

models using Monte Carlo methods.
1. Simulate the model for a large T'. Let {Xt}tT:O be the time-series of the aggregate variables.

2. Generate a random sequence of dates {¢;}}Y, and draw {{Xt}§:+TS N | samples.

3. For each each random sample i = 1,2,...., N compute mf‘“’m.

I apply a linear trend to all the variables in the data to construct the business cycle component. Since the focus of this paper is
periods of stable trend inflation, I drop the time period before 1984Q1. Since I'm ignoring the ZLB, I also drop periods after 2007Q2.
Table IX describes the business cycle statistics in the data, in the CalvoPlus model, in the Calvo model and the [5,95] interval confidence

of the difference of each statistic in the Calvo and CalvoPlus model.

1.2 Linear Impulse Response Functions

Let Ing be the linear impulse-response in the model M, after ¢ periods of the structural shock x € {z,g,r, ¢} of the y variable. Let

MyTs
tx

N A~ MT
IR be the estimate in a sample of length T. Next, I describe the steps to generate the random variable IR;,~ using Monte Carlo

methods.

1. Simulate the model for a large T. Let {Xt}z;o be the time-series of the aggregate variables, StX the vector that includes real
marginal cost, price dispersion, nominal interest rate and the exogenous variables, and let S} the vector that includes output,

inflation and consumption.
s AN ti+Tey N
2. Generate a random i.i.d. sequence of dates {t;};_, and draw {{X¢};/""°};\, samples.

3. For each random sample i = 1,2, ...., N:

i. Estimate the state space model:
St = BaSE + Quefyr 5 S) = BySit + Que! (1.154)

ii. Compute the impulse-response with respect to o, aggregate shock, where x denotes a variable. Compute the impulse-
response IRy (t,i)M¥Ts using the model 1.154 from the simulated data.

4. {IR4(t,9)M¥Ts}N | is a random sample from IARiZyTS.
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J Understanding the Interaction Between Idiosyncratic Shocks and

Menu Cost: Additional Figures and Details of the Computation

In this section, I compute the equilibrium in the steady state economy with and without idiosyncratic shocks. To solve the model
without idiosyncratic shocks, I use hz = 0.0001, since if hz = 0 we don’t have mixed conditions and there are infinite ergodic steady

state distributions. Additionally, I implemented a constant real wage with a subsidy to real marginal cost as a function of steady state

inflation.
Figure V — Steady State Distribution of Relative Prices
A. With no Idiosyncratic Shocks B. With Idiosyncratic Shocks
0.150 0.15
-] —
I[I=0.3
0.120 - 0.12
0.090 0.09
E ;
= :
0.060 0.06 :
0.030 ,.‘E:.:* 0.03 :
. EE ]ll‘ﬂ!““"‘““\ %}ll'., .
0.90 0.95 1.00 1.05 1.10 0.90 0.95 1.00 1.05 1.10
p p

Panel A and B describe the distribution of relative price at 0%, 0.3% and 4% inflation inflation target.
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Figure VI - Steady State Statistics in the Calvo, and Menu Cost with and without Idiosyncratic Shocks

A. Price Dispersion B. Ss bands
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Panel A describes the price dispersion in the Calvo, and in the CalvoPlus model with and without idiosyncratic shocks. Panel B

describes the log-distance between the upper and lower Ss bands with respect to the reset price in the menu cost models. Panel C

describes the frequency of price in the three models..

K Auxiliar Theorems

Proposition 3 (Welfare and Wedges) Let X = (A, me, FC,nz,1n4) be the sufficiency statistics for consumption and labor and S

the aggregate state of the economy. Then the welfare satisfies

_ men, V07 _ (- X
KK(X) = 1— (m) LX) = (WKK(X))
C(X) = %(L—FC)KK(X)Q (1—KK(X)1*C“%) —119(5)
(CxX(9) —r (14207 L () )7 B _ .
us) = + B9 T Egs [U(S)17ex| 8] Tee (29)

1—onp

where F'C(S) in the menu cost model is 0(Q(S) — hz) and in the Calvo model FC(S) = 0.

Proof. The equilibrium conditions are

we = KLY
l—«
mey = (1 — Tme) Wi
Ntz
l—«a « At
(Lt_FCt):Yt( ) —
QW Mtz
11—
owt Ay
Ct:Yt(l( ) )ntg
11—« Ntz
If we define KKy := f‘i";, then we can rewrite K K}

K — @ meene, \ VO
T 1w t(1 = Tme)
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In the same way

1—
wr = 179 g (K.160)
o
Finally, the feasibility constraint
A
Cr =12 (L, — FO)KKP(1 — KK} =) — g (K.161)
Ag Mtz
|
Proof. Define z¢; = log (%‘?“), then using a first order on the price index
0~ /:vg(z, M)dzx (K.162)

AL\ . . . .
Since a first order approximation of the A(II) = [ (%) di is zero, a second order approximation gives

S(m)
log (A(II)) = 'y/ z2g(z, I)de =x /ZITQQ(QT, 1I)dz (K.163)
s(II)

Proposition 1 Let Ass(Ilss) be the price dispersion in the Calvo model at a level of inflation II. Then Ass(Ilss) is continuous, with
dAss (Mss) _ d?Aes(Mss)
dll, pa=1 0 and dITZ, Mss=1

Proof. The price dispersion in steady state is given
Ags =Q————— (K.164)
Using the steady state reset price equations

(1 (- Q)Hz;l)_ﬁ

1
Ass(Tles) = QT
wo(lles) (- o,

(K.165)

It is easy to see that Ass(Ilss) is continuous, since it is division of continuous functions. For the first order effect, let N(IT) =

. A
(1 —(1- Q)nzgl) "7 and D(IT) = 1 — (1 — Q)IIZ,, then we have that

V)~ 0 (- (- g 7 (1 - @)y - )1z ?

dllss 1—7
dD(I1ss) 1
= (1 —Q)II7
a. VIS
With the first derivative given by
1 5
QQT=-7(1-Q)(y—1)) — (1 —Q)Q T=7
dAss(Mss) _at (25927 ( )y : ) —( )l g (K.166)
dllss a1 Q
_ g2 T
QI=7 41 -Q)(Q -7 —Q 1-7) (K.167)
=0 (K.168)

To show convexity notice that A(Ilss) has a minimum value of 1 at IIss = 1. Therefore, at 1 must be convex. m
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L Projection Method Used in the CalvoPlus Model

This section discusses briefly the projection method used in the CalvoPlus model to approximate the firm’s value function. This is
important, since the optimal reset price and Ss bands come from numerical approximation of the value function; hence, it is important
to have a reliable method to approximate the firm’s value function. The main idea of this method is to use 2rd order splines on the
firm’s state variable and Smoliak sparse grid on the aggregate state variables. First, I will describe the construction of grid and then

the approximation methods.

e Grid: Let s = [p1,P2,...,Pn.) € R***! be the grid on the firm’s idiosyncratic state variables and let S = [S1, Sa,. .., Sngl’ €
R™s*6 be the grid on the firm’s aggregate state variables with ns — 1 breakpoints. I follow Judd et al. (2014) and Krueger and

Kubler (2004) to construct a sparse grid in S. If we order the firm’s state (.5, s), then I construct the grid for the firm’s state as
(S,8) = [Tn,x1 ® 8,5 @ Tng@] € RMe*ms)x7 (L.169)

e Function bases: let Z € R¥*7 be an arbitrary point in the grid. To generate the function base for Z I generate the base for
the idiosyncratic state variable ®4(Zs) € RHXns using 2nd order splines, I generate the base for the aggregate state variable

d5(Zs) € RT*"s using Smoliak polinomial as in Judd et al. (2014) and then I take the Kronequer product

B(Z) = D5(Zs) @ Pg(Zs) € RITX(ns¥ns) (L.170)

Figure VIII describes the value of changing the price, no changing the price, the optimal price and the expected continuation value
in the steady state and in the model with business cycle fluctuation. In the steady state, I'm using 3rd order splines and in the model
with business cycle I'm using Smoliak sparse grid in the idiosyncratic and aggregate state variables. We can see three properties: 1)
there is a large difference in the value of not changing the price in the steady state and in the model with business cycle, 2) the expected
continuation value with business cycle has oscillations that the steady state expected value function doesn’t have, and 3) the Ss bands
in the model with business cycle has bigger Ss bands since it cannot capture the concave-convex shape of the value function. The main
reason for this numerical error comes from the sparsity in the grid of the idiosyncratic state and the Chebyshev polynomial cannot
capture the shape of the value function.

Figure VII describes the value function, the value of changing, the optimal price and the expected value in the steady state and in
the model with business cycle fluctuation. In the steady state, I'm using 3rd order splines and in the model with business cycle I'm

using Completed Smoliak sparse grid in the state variables. As we can see, none of the previous problems hold.
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M Analytical Example of Krusell-Smith

To provide an analytical example, I simplify the model in several dimensions in this section: preferences are given by expected utility
e = 0 with period utility u(C, L) = log(C) — L; the only input of production is labor y; = A;l; and menu costs are constant; the risk
O
premium shock is the only structural shock in the economy and it is i.i.d.; the Taylor rule is given by R = % (%) . T abstract from
o'

growth rate; thus g = 0 and I set the 1 — 7, = %1 Additional the stochastic process for the quality shock is given by

Uty14 with prob. p
Alog(Ag;) = i Ut ~iia U(=6/2,9/2) (M.171)
0 with prob. 1 —p

The final assumption is the one used in Gertler and Leahy (2008): firms can only change the price is they receive an idiosyncratic

shock. Under these assumptions, it is possible to obtain all the equilibrium equations.
Proposition 2 If ¢/2 > 1/9214{_%18. Then equilibrium is given by

—Cr=Ri+eqt —Be[Coa1 +Teq1] 5 Ri=¢ally ; Li+Ar=0Cy (M.172)

= (1_”);%51’)0} + BE:[[Ii41] ; Ar=(1—p)A:+ f%pﬁ% (M.173)

where X = log(X¢/Xss) and Xss 1s the steady state of the variable X.

Proof. The proof is a simple extension of Gertler and Leahy (2008) for the Phillips curve and Woodford and Walsh (2005) for the
dynamic law of price dispersions. m

Under the approximation of the Phillips curve and the law of price dispersion, an equilibrium is a stochastic process for inflation,
consumption, labor, price dispersion and nominal interest rate that satisfies the system of equations (M.175) together with (M.176).
Since inflation and consumption are forward looking variables, there exists an unique equilibrium if this economy satisfies the Taylor
rule principle, i.e. the interest rate respond strongly to inflation.

Given that the equilibrium system is triangular—first I can solve for inflation, consumption and nominal rate and then for labor

and price dispersion—the equilibrium consumption, inflation and nominal interest rate are given by
[C Ty Ryl =[K: Krn Kglegt (M.174)

Krusell-Smith fails in this economy, since if I replace the Phillips curve by the equilibrium policy of inflation I = Kreqt there are

infinite solutions in the following system

—Ct =Rt + €qt — Et[ét+1 + ﬁt+1] ; Ry = ¢>7Tl:[t ; Li+ Ay =C (M.175)

M = Kneqr ;3 Av=(1—p)As+ l’%pﬁf (M.176)

The main reason why nominal interest rate responds to real wage is because there is an equilibrium equation given by the Phillips

curve that relates inflation to real wage. This is the critical property that Krusell-Smith breaks.
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N Figures for Evaluation of Krusell-Smith
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light-gray line describes the implied macroeconomic time series with simulated inflation, frequency of price change and price dispersion.



Figure X — Predicted and Simulated Aggregate Time Series with no ZLB at 2% Inflation Target
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Panel A to F describe the macroeconomic time series for one simulation. The black line describes the model implied aggregate variable with the Krusell-Smith projections and the

light-gray line describes the implied macroeconomic time series with simulated inflation, frequency of price change and price dispersion.
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Panel A to F describe the macroeconomic time series for one simulation. The black line describes the model implied aggregate variable with the Krusell-Smith projections and the

light-gray line describes the implied macroeconomic time series with simulated inflation, frequency of price change and price dispersion.



Figure XII — Predicted and Simulated Aggregate Time Series with no ZLB at 6% Inflation Target
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Figure XIIT — Predicted and Simulated Aggregate Time Series with ZLB at 0% Inflation Target
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Panel A to F describe the macroeconomic time series for one simulation. The black line describes the model implied aggregate variable with the Krusell-Smith projections and the

light-gray line describes the implied macroeconomic time series with simulated inflation, frequency of price change and price dispersion.
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Figure XV - Predicted and Simulated Aggregate Time Series with ZLB at 4% Inflation Target
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Panel A to F describe the macroeconomic time series for one simulation. The black line describes the model implied aggregate variable with the Krusell-Smith projections and the

light-gray line describes the implied macroeconomic time series with simulated inflation, frequency of price change and price dispersion.



Figure XVI — Predicted and Simulated Aggregate Time Series with ZLB at 6% Inflation Target
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Panel A to F describe the macroeconomic time series for one simulation. The black line describes the model implied aggregate variable with the Krusell-Smith projections and the

light-gray line describes the implied macroeconomic time series with simulated inflation, frequency of price change and price dispersion.



O ZLB dynamics in the Calvo and CalvoPlus Model

This section describes the computation of the conditional impulse-response for the Calvo and CalvoPlus model, together with the

business cycle statistics.

0.1 Conditional Impulse Response Functions

Let IR%W:K be the conditional impulse-response in the model M, after ¢ periods—with ¢ < K—of the structural shock z € {z,g,7,q}

MyFK

o using Monte Carlo

in the y variable, with initial state in F. Next, I describe the steps to generate the random variable IR

methods.

1. Simulate the model for a large T'. Let {StX}tT:o be the time-series of the aggregate state—in the case of the CalvoPlus model,
it includes the distribution of relative prices. Let X7 n = {Xt}zgo = {S{,}L_, be a sample of length N. The main idea of
only taking the state every N periods is that it saves memory to do the i.i.d. sampling. If N is large enough, It would not be

necessary to do an i.i.d. random sampling.
2. Keep with {X;} in F. Call this new vector X1 y.
3. Generate a random i.i.d. sequence of dates {¢;}, and draw {th}fvzl samples.
4. For each random sample i = 1,2, ...., N:
i. Set Zp = X}i, shock the variable x with ho, standard deviations in period 1 and no other shocks in this period.
ii. Continue simulating the model for K periods for every variable y.

iti. Record IR,(t,i)M¥7K for all y variables.

5. {IRy(t,i)M¥F K}V | is a random sample from IRMvT K,

0.2 Additional Statistics

Figures XVII and XVIII describe the kernel estimate of the structural shocks conditional on being at the zero lower bound and

unconditional. To compute each graph I apply a kernel density estimate to 7. and n.¢|R} < 1.

0.3 Impulse-Response Functions Calvo-CalvoPlus Models
0.4 Computations of the statistics in Table I11

0.5 Computations of the statistics in Table III

For a given simulation {R}, mcs, A¢, Cy, Lt, I, Py, o, Qt}fzo I compute the statistics in table III in the following way:

e Frequency: w .

e Duration: Let 70 be the set of first date of ZLB given by 7° = {t < T : Rf_, > 1 & R} < 1} and 7(z) the duration for the a
spell z given by 7(x) = min;{j : Rf_;,; > 1}. Then forall 7; € 7([T°]), I compute the mean, standard deviation, skewness and

the 10,50 and 95 percentiles.

o (E[H] =T, log(Hy) with H € {me, A, C, L, 11, P, ¢, Q}.

N -1 *
o (B[R] = 2t 1°g<Hf/g1(}§t<’f;>”<Rt<” with H € {me, A, C, L, 11, P, ¢, Q}.
t t

A —1 *
o Eno #0(Xy]) = et s AOITRD with H € {me, A, C, L, 1, P, ¢, 9},
t t

o (Std[X¢] =T > log(He)? — (T30, log(Ht))2 with H € {me, A,C,L,II, P, ¢, Q}.
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Figure XVII - CONDITIONAL AND UNCONDITIONAL DISTRIBUTION OF AGGREGATE SHOCKS IN THE CALVO-
PLUS MODEL

A. Productivity B. Government Expenditure C. Risk Premium
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This figure describes the unconditional distribution of aggregate exogenous shocks and the distribution of aggregate shocks
conditional of a zero interest rate in the CalvoPlus model. The upper row describes these distributions at 1% inflation target and the

lower row describes these distributions at 3% inflation target.
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Figure XVIII — CONDITIONAL AND UNCONDITIONAL DISTRIBUTION OF AGGREGATE SHOCKS IN THE
CALVO MODEL

A. Productivity B. Government Expenditure C. Risk Premium
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This figure describes the unconditional distribution of aggregate exogenous shocks and the distribution of aggregate shocks
conditional of a zero interest rate in the Calvo model. The upper row describes these distributions at 1% inflation target and the

lower row describes these distributions at 3% inflation target.
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~ 2 * * 2
° Stleb[Xt” = s log;gi’t:)<ll()Rt = <Zt logl((g%)iglft <1>) with H € {mc,A,C, L,1I1, Pﬂa:Q}-

~ 2 * * 2
o s {5 = S (S BN i 1 € e 6, €L TP )
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P High-Inflation Price Statistics

This section of the appendix, describes the international and microeconomic evidence between micro-price statistics and inflation.

P.1 Internation Evidence

First, I construct a database for inflation and frequency of price change across different countries. Table X shows the statistics of each
data base. It is important to remark that each database has different time periods, different frequency, different set of goods, different
weight across goods. Importantly, since my objective is not to explain hyperinflation, I drop levels of inflation bigger than 30%—the

result are insensitive to this exact number.

Table X — Frequency of price change and inflation across countries

country source initial year end year mean inflation mean frequency
Argentina Alvarez et al (2015) 1991 1997 99202.1 42.6819
Brazil Barros et al. (2009) Monthly 1996 2013 .423402 37.2333
Israel Baharad and Eden (2004) 1991 1992 12.7513 26.2051
Mexico Gagnon (2009) 1994 2002 14.3003 29.395
Norway Waulfsberg(2016) 1975 2004 5.37058 22.1043
US Nakamura at el. (2016) 1978 2014 3.69253 10.7967

Let IT;; be the annualize inflation rate for time period t and country %, 2;; the monthly frequency of price change for country ¢ and

period t. I run the following regression to compute the sensitivity of inflation with respect to inflation:
Qi = ar + P1lly + BoI17; (P.177)

Notice that there is a fixed effect, since there are different levels of frequencies for different countries. Additionally, this regression

captures business cycle sensitivity. Next graph shows the relation between inflation and frequency in the data and in the model.

Figure XX — MICRO-PRICE STATISTICS FOR DIFFERENT LEVELS OF INFLATION MODEL-INTERNATIONAL
Dara
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This figure describes international evidence on the pricing behavior of frequency of price change with respect to inflation.

Internationally evidence also reports a positive relation between the extensive margin component of inflation and average inflation.

For the definition of the intensive-extensive component of inflation I follow Klenow and Kryvtsov (2008). In their paper, they decompose
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the total volatility of inflation between extensive and intensive margin using the following formula:

Var [log(Tlt)] = Var [Alog(p:)] Bt [Q:]? + Var Q] Bt [Alog(pe:)]? + 2E: [Q:] Bt [Alog(pt)] Cov(A log(pt), Q2t) (P.178)

Intensive Marg. Component Intensive Marg. Component

There are no so many computations of these statistics across countries. Table ZZ describes the computations I found in the

literature.
Table XI — Inflation Volatility Decomposition
country source Average Inflation  Intensive Marginal Extensive Margin
Mexico (1994-1999) Gagnon (2009) 21 34.7 65.3
Mexico (1999-2001) Gagnon (2009) 5 89.2 10.8
US (1988-2007) Klenow and Kryvtsov (2008) 2.3 95 5
UK (1996-2015) Carvalho and Kryvtsov (2015) 2 86 3

Waulfsberg (2016) also find a decreasing intensive component in high environment economies, but this methodology makes it

incompatible with previous studies.

Figure XXI — MICRO-PRICE STATISTICS FOR DIFFERENT LEVELS OF INFLATION MODEL

A. Std of Frequency of Price Change  B. Intensive Margin Component C. Std Of Inflation
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This figure describes the variance of the frequency of price changes, mean price dispersion intensive margin component of inflation
and standard deviation of inflation in the model without zero lower bound. The standard deviation of frequency of price change and

inflation are multiply by 100.
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P.2 Product Level Evidence

To compute price statistics at product level, I apply the same statics as in the main text except the standardization. I compute
the mean frequency of price change, mean, standard deviation and skewness of the size of price change. As with international price
statistics, I drop products with average annualize inflation more than 25%. Table XXII describes the data-model comparison. In the
case of the fit, I use the same regression than with international comparison. The result of the linear fix is robust to quadratic fit and

robust regression.

Figure XXII — MICRO-PRICE STATISTICS FOR DIFFERENT LEVELS OF INFLATION MODEL-DATA
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This figure describes product evidence on pricing behavior on frequency of price change, standard deviation of price change and

skewness of price change.
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