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Abstract

This paper develops a DSGE model where banks use short-term deposits to provide

firms with long-term credit. The demand for long-term credit arises because firms borrow

in order to finance their capital stock which they only adjust at infrequent intervals. Within

an RBC framework, we show that maturity transformation in the banking sector dampens

the consumption and investment response to a technology shock. Our model also implies

that the average deposit rate is less persistent than the average long-term loan rate, which

we show is in line with corporate interest rate data in the US.

Keywords: Banks, DSGE model, Financial frictions, Long-term credit, Maturity trans-

formation

JEL: E32, E44, E22, G21.

1



Non-technical summary

The recent economic crisis highlighted the importance of financial factors in the propagation of

economic disturbances. While some analyses, most notably the well-known studies by Kiyotaki

and Moore and Bernanke, Gertler and Gilchrist have studied the role of financial frictions, they

did so without explicitly modelling the behaviour of the banking sector. A growing number

of papers has therefore incorporated this sector into general equilibrium models. With a few

exceptions, however, this literature abstracts from a key aspect of banks’ behaviour - ie, the fact

that banks fund themselves using short-term deposits while providing long-term credit. This

so-called ‘maturity transformation’ has the potential to affect the propagation of stochastic

shocks, and the aim of this paper is to propose a DSGE model which helps to clarify how.

A general equilibrium approach is essential for our analysis, because we are interested not

only in explaining how long-term credit affects the economy but also in the important feedback

effects from the rest of the economy to banks and their credit supply. There are, however, several

technical difficulties which mean that maturity transformation based on long-term credit has not

been widely studied in a DSGE set up. The framework we propose overcomes these difficulties

and remains conveniently tractable. We assume, in particular, that firms need credit to purchase

their capital stock and that they change their level of capital at random intervals - meaning

they require financing for longer periods of time.

Importantly, we show that this set up, by itself, has no implications for shock propagation.

This means that the aggregate effects of maturity transformation we obtain are not a trivial

implication of the infrequent capital adjustment assumption. It is only when we introduce

banks, which use accumulated wealth and short-term deposits from the household sector to

provide longer-term credit to firms, that maturity transformation starts playing a role.

We then illustrate the quantitative implications of maturity transformation in a real DSGE

model, where shocks affecting productivity are the only source of fluctuations. Our analysis

highlights the existence of a credit maturity attenuator effect, meaning that the response of

output to technology shocks decreases with higher degrees of maturity transformation. Our

model also implies that the average deposit rate is less persistent than the average long-term

loan rate, which we show is in line with corporate interest rate data in the US.

Fundamentally, a positive unexpected change in firm productivity has a smaller effect on
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output because banks’ revenues respond less to the shock. In particular, many loans will have

been granted prior to the shock, and cannot be adjusted quickly. This smaller increase in

banks’ net worth means that the increase in the amount of credit they can supply will also be

smaller, constraining the increase in output – relative to the case of no maturity mismatch and

no long-term lending.

The attenuating result we derive may seem surprising, as it contrasts with the potentially

destabilising effects of a maturity mismatch discussed in the seminal study of Diamond and

Dybvig (1983) and subsequent research. Arguably, there is no contradiction, however, because

the introduction of deposit insurance in our model eliminates the unstable and Pareto-inferior

bank-run equilibrium considered previously. Our results can thus be seen as describing a world

in which a sovereign / deposit insurance agency can always credibly commit to intervene, thus

severing the link between the performance of the economy and financial stability. It follows,

that such tantalising two-way links could be introduced by considering illiquidity or insolvency

risks due to lack of perfect insurance. Our work, and specifically developing a dynamic model

with maturity transformation, can be seen as a first step in that direction, or, alternatively,

as a description of the limiting case, in which regulation has eliminated all of the well-known

destabilising effects of maturity mismatches. We believe that quantifying the dynamic impact

of those effects and articulating the trade-offs associated with insurance provision would both

make for interesting extensions.
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1 Introduction

The seminal contributions by Kiyotaki & Moore (1997), Carlstrom & Fuerst (1997), and

Bernanke et al. (1999) show how financial frictions augment the propagation of shocks in oth-

erwise standard real business cycle (RBC) models.1 This well-known financial accelerator effect

is derived without explicitly modelling the behaviour of the banking sector and a growing liter-

ature has therefore incorporated this sector into a general equilibrium framework.2 With a few

exceptions, this literature assumes that banks receive one-period deposits which are instanta-

neously passed on to firms as one-period credit. Hence, most papers do not address a key aspect

of banks’ behaviour, namely the transformation of short-term deposits into long-term credit.

The aim of this paper is to examine how long-term credit and maturity transformation

affect business cycle dynamics. Our main contribution is to show how these features may

be introduced in otherwise standard dynamic stochastic general equilibrium (DSGE) models,

including the models by Christiano et al. (2005) and Smets & Wouters (2007). We then illustrate

the quantitative effects of long-term credit and maturity transformation in a simple RBC model.

Some implications of maturity transformation have been studied outside a general equilib-

rium framework. For instance, Flannery & James (1984), Vourougou (1990), and Akella &

Greenbaum (1992) document that the asset price of a bank with a large maturity mismatch

on its balance sheet reacts more to unanticipated interest rate changes than the asset price of

a bank with a small maturity mismatch. Additionally, the papers by Gambacorta & Mistrulli

(2004) and den Heuvel (2006) argue that banks’ maturity transformation also affects the trans-

mission mechanism of a monetary policy shock. In our context, however, a general equilibrium

framework is necessary because we are interested not only in explaining effects of long-term

credit on the economy but also the important feedback effects from the rest of the economy to

banks and their credit supply.

Maturity transformation based on long-term credit has to our knowledge not been studied in

a general equilibrium setting before, although long-term financial contracts have been examined

by Gertler (1992) and Smith & Wang (2006).3 This may partly be explained by the fact that

1See also Berger & Udell (1992), Peek & Rosengren (2000), Hoggarth et al. (2002), Dell’Ariccia et al. (2008),
Chari et al. (2008), Campello et al. (2009) for a discussion of the real impact of financial shocks.

2See for instance Chen (2001), Aikman & Paustian (2006), Goodfriend & McCallum (2007), Teranishi (2008),
Gertler & Karadi (2009), Gertler & Kiyotaki (2009), and Gerali et al. (2009).

3The paper by Gertler & Karadi (2011) implicitly allows for maturity transformation by letting banks receive
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introducing long-term credit and maturity transformation in a general equilibrium framework is

quite challenging for at least three reasons. Firstly, one needs to rationalise why firms demand

long-term credit. Secondly, banks’ portfolios of outstanding loans are difficult to keep track of

with long-term credit. Finally, and related to the second point, model aggregation is often very

difficult or simply infeasible when banks provide long-term credit.

The framework we propose overcomes these three difficulties and remains conveniently

tractable. Our key assumption is to consider the case where firms in every period face a

constant probability αk of being unable to adjust their capital stock. The capital level of firms

that cannot adjust their capital level is assumed to remain constant until they get the chance

to re-optimise. This friction makes it reasonable to assume that firms demand long-term credit

when we impose the standard requirement that firms borrow to finance their capital stock. That

is, firms require a fixed amount of credit for potentially several periods because they may be

unable to adjust their capital level for several periods in the future.

Our setup matches the stylised fact that firms invest in a lumpy fashion as studied in

the literature on non-convex investment adjustment costs (Caballero & Engel 1999, Cooper &

Haltiwanger 2006). However, for a wide class of DSGE models without a banking sector, we

show that the dynamics of prices and aggregate variables are unaffected by this type of infrequent

capital adjustments. That is, our model implies exactly the same dynamics for these variables as

one in which firms change capital every period. This result relies on homogenous capital across

firms and a Cobb-Douglas production function, which makes the size of each firm irrelevant for

all prices and aggregate quantities. We refer to this result as the ‘irrelevance of infrequent capital

adjustments’. This is an important finding because it shows that the constraint we impose on

firms’ ability to adjust capital does not affect the aggregate properties of many DSGE models.

Accordingly, the aggregate effects of long-term credit and maturity transformation in our model

with a banking sector are not a trivial implication of infrequent capital adjustments.

A banking sector is introduced in our model along the lines suggested by Gertler & Kiyotaki

(2009) and Gertler & Karadi (2011). That is, banks receive short-term deposits from the

household sector and face an agency problem in the relationship with households. In contrast

to Gertler & Kiyotaki (2009) and Gertler & Karadi (2011), we let banks’ assets consist of long-

one-period deposits and invest in firms’ equity, which has infinite maturity.
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term credit contracts supplied to firms. As we match the life of credit contracts to the number

of periods firms do not adjust capital, the average life of banks’ assets in the economy as a

whole is D ≡ 1/(1−αk). When αk > 0, this implies that banks face a maturity transformation

problem because they use short-term deposits and accumulated wealth to provide long-term

credit. The standard case of one-period credit and no maturity transformation is thus recovered

when αk = 0.

Using this model we then analyse the quantitative implications of long-term lending fol-

lowing a positive technology shock. Our setup implies that long-term credit and maturity

transformation dampen responses in consumption and investment to a technology shock. This

effect arises because two mechanisms in our model reduce the procyclicality of banks’ net worth

and consequently weaken the financial accelerator.

The first mechanism relates to banks’ balance sheets, where long-term credit implies that

only a fraction of all loans is reset to reflect a higher price of capital after the shock. With

long-term credit, good-producing firms therefore increase their credit demand by a smaller

amount compared to the case of one-period contracts. This implies that banks’ revenue and

net-worth increase by less with long-term credit, which weakens the responses in consumption

and investment.

The second mechanism stems from the fact that firms with long-term credit face a non-

state contingent fixed loan rate until capital is re-optimised. In comparison to a sequence of

one-period loan contracts, firms are therefore better off with long-term credit because the one-

period loan rate increases after a positive technology shock. This means that bank profit and

net worth increase by less with long-term credit, thereby reducing the effect of the financial

accelerator.

Another implication of our model is that the average deposit rate should be less persistent

than the average loan rate. This follows from the fact that firms obtain credit at a fixed loan

rate for the duration of a contract whereas depositors face a floating rate each period. Using

data on US corporate bonds, we verify that this prediction is in line with empirical evidence as

long-term corporate interest rates are indeed more persistent than the short-term deposit rate.

The remainder of the paper is structured as follows. Section 2 extends the simple RBC model

with infrequent capital adjustments and analyses the implications of this assumption. This
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model is extended in Section 3 with a banking sector performing maturity transformation. We

then explore the effects of long-term credit and maturity transformation following a technology

shock in Section 4. Concluding comments are provided in Section 5.

2 A standard RBC model with infrequent capital adjustments

The aim of this section is to describe how a standard real business cycle (RBC) model can be

extended to incorporate the idea that firms do not optimally choose capital in every period. We

then show that this extension does not affect the dynamics of prices and aggregate variables in

the model. This result holds under weak assumptions and generalises to a wide class of DSGE

models. We proceed as follows; Sections 2.1 to 2.3 describe how we modify the standard RBC

model, while the implications are analysed in Section 2.4.

2.1 Households

Consider a representative household which consumes ct, provides labour ht, and accumulates

capital kst . The contingency plans for ct, ht, and it are determined by maximizing

Et

∞∑
j=0

βj

(
(ct+j − bct+j−1)1−φ0 − 1

1− φ0
+ φ2

h1+φ1

t+l

1 + φ1

)
(1)

subject to

ct + it = htwt + rkt k
s
t (2)

kst+1 = (1− δ) kst + it −
κ

2

(
it
kst
− iss
ksss

)2

kst (3)

and the usual no-Ponzi game condition. The left-hand side of equation (2) lists expenditures

on consumption and investment it, while the right-hand side describes the sources of income.

We let wt denote the real wage and rkt the real rental rate for capital services. Preferences

are assumed to display internal habits if b > 0 because habits in general improve the ability

of DSGE models to reproduce various macroeconomic and financial moments (see for instance

Campbell & Cochrane (1999), Fuhrer (2000), and Christiano et al. (2005)). Capital deprecia-

tion is determined by δ, while the capital accumulation equation includes standard quadratic
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adjustment costs to ensure relatively realistic investment dynamics.4 The Lagrange multipliers

related to (2) and (3) are denoted by λt and qtλt, respectively.

2.2 Firms

We assume a continuum of firms indexed by i ∈ [0, 1] and owned by the households. Profit

in each period is given by the difference between firms’ output and costs, where the latter are

composed of rental costs for capital rkt ki,t and the wage bill wt hi,t. Both costs are paid at the

end of the period. We assume that output is produced from capital and labour according to a

standard Cobb-Douglas production function

yi,t = atk
θ
i,th

1−θ
i,t . (4)

The aggregate level of productivity at is assumed to evolve according to

log (at) = ρa log (at−1) + εat , (5)

where εat ∼ NID
(
0, σ2

a

)
and ρa ∈ (−1, 1).

The model has so far been fairly standard. We now depart from the typical RBC setup by

assuming that firms can only choose their optimal capital level with probability 1−αk in every

period. The probability αk ∈ [0, 1[ is assumed to be the same for all firms and across time. This

specification of lumpy investments has previously been adopted by Kiyotaki & Moore (1997)

and Sveen & Weinke (2007) in the context of firm-specific capital. We depart from their setup

by letting capital be homogenous across firms and traded in a competitive rental market. As

in Kiyotaki & Moore (1997) and Sveen & Weinke (2007), capital remains constant for firms

that cannot re-optimise. This reflects an implicit assumption that firms continuously make

maintenance investments, which according to Doms & Dunne (1998) constitute an important

part of firms’ investments. All firms are, however, allowed to choose how much labour to employ

in every period as in the standard RBC model.

One way to rationalise our restriction on firms’ ability to adjust capital is as follows. The

4The superscript in (3) is used to emphasize that we specify capital supply kst , whereas the subscript ss refers
to the steady state.
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decision of a firm to purchase a new machine or to set up a new plant usually involves some

fixed costs as typically assumed in the literature (see Thomas (2002), Khan & Thomas (2003),

among others). These fixed costs could be related to gathering information, decision making,

training the workforce, etc. and imply that firms make lumpy investments.5 We do not attempt

to model the exact nature of these costs and how firms choose which period to adjust capital,

but the setup still captures the main macroeconomic implications of firms’ infrequent changes

in capital.

Our assumption on firms’ ability to adjust their capital level implies that there are two

types of firms in every period: i) a fraction 1− αk which potentially change their capital level

and ii) the remaining fraction αk which produce using a capital level chosen in the past. In a

given period, all re-optimising firms choose the same level of capital k̃t due to the absence of

cross-sectional heterogeneity. By the same token, all firms that produce in period t using capital

chosen in period t − j also demand the same level of labour, denoted h̃t|t−j for j = {1, 2, ...}.

Hence, firms adjusting capital in period t solve the problem

max
k̃

Et
∑∞

j=0α
j
kβ

j λt+j
λt

[
at+j k̃

θ
t h̃

1−θ
t+j|t − r

k
t+j k̃t − wt+j h̃t+j|t

]
. (6)

We see that firms account for the fact that they might not adjust capital again for potentially

many periods. The first-order condition for k̃t is given by

Et

∞∑
j=0

αjkβ
j λt+j
λt

(
at+jθk̃

θ−1
t h̃1−θ

t+j|t − r
k
t+j

)
= 0. (7)

If αk > 0, then the optimal choice of capital depends on the discounted value of all future

expected marginal products of capital and rental rates. Note also that the discount factor

between periods t and t+ j incorporates αjk which is the probability that the firm cannot adjust

its level of capital for j periods. If αk = 0, equation (7) reduces to the standard case where the

firm sets capital such that its current marginal product equals the current rental rate.

5See Hamermesh & Pfann (1996), Cooper & Haltiwanger (2006) and their references for empirical evidence
on fixed costs in the investment process.
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The first-order condition for labour is

hi,t =

(
wt

at (1− θ)

)− 1
θ

ki,t for i ∈ [0, 1]. (8)

Here, we do not need to distinguish between optimising and non-optimising firms because all

firms are allowed to optimally set their labour demand each period. We also note that the

capital-labour ratio only depends on aggregate variables and is therefore identical for all firms.

2.3 Market clearing and aggregation

In equilibrium, the aggregate supply of capital must equal the capital demand of all firms, i.e.

kst =

∫ 1

0
ki,tdi. (9)

A fraction of 1 − αk firms choose k̃t in period t. The capital demand among firms not re-

optimising is equal to the aggregate capital in period t − 1 scaled by αk. This is because all

firms face the same probability of being allowed to adjust capital. Market clearing in the rental

market for capital is therefore given by

kst = (1− αk) k̃t + αkk
s
t−1. (10)

Note that kst = k̃t when αk = 0 and all firms are allowed to adjust their capital level in every

period.

Market clearing in the labour market implies

ht =

∫ 1

0
hi,tdi, (11)

and (8) therefore gives

ht =

(
wt

at (1− θ)

)− 1
θ

kst . (12)

Finally, the goods market clears when

yt ≡
∫ 1

0
yi,tdi = ct + it. (13)
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2.4 Implications of infrequent capital adjustments

The parameter αk determines the fraction of firms re-optimising capital in a given period,

or equivalently the average number of periods 1/ (1− αk) that the i’th firm operates without

adjusting its capital level. Nevertheless, the proposition below shows that the value of αk does

not have any business cycle implications for prices and aggregate variables in our model.

Proposition 1 The parameter αk has no impact on the laws of motion for ct, it, ht, wt, r
k
t ,

kst , λt, qt, and at.

Proof. The model consists of ten variables ct, it, ht, wt, r
k
t , k

s
t , k̃t, λt, qt, at and ten equations.

The parameter αk only enters in (7) and (10). The dynamics of kst follows from k̃t and the

system can therefore be reduced to nine equations in nine variables. Note also that (12) implies

k̃θ−1
t h̃1−θ

t+j|t =
(

wt+j
at+j(1−θ)

)− 1−θ
θ

which allow us to simplify the algebra. We need to show that the

first-order condition for capital when αk = 0 is equivalent to the first-order condition for capital

when αk > 0, i.e.

∀t : atθ

(
wt

at(1− θ)

)− 1−θ
θ

= rkt ⇐⇒

∀t : Et

∑∞

j=0
αjkβ

j λt+j
λt

(
at+jθ

(
wt+j

at+j(1− θ)

)− 1−θ
θ

− rkt+j

)
= 0.

To show =⇒ we observe that atθ
(

wt
at(1−θ)

)− 1−θ
θ

= rkt implies that each of the elements in the

infinite sum is equal to zero and so are the conditional expectations. To prove ⇐= we first lead

the infinite sum by one period and multiply the expression by αkβ
λt+1

λt
> 0. This gives

Et+1

[∑∞

i=1
αikβ

iλt+i
λt

(
at+iθ

(
wt+i

at+i(1− θ)

)− 1−θ
θ

− rkt+i

)]
= 0

and by the law of iterated expectations

Et

[∑∞

i=1
αikβ

iλt+i
λt

(
at+iθ

(
wt+i

at+i(1− θ)

)− 1−θ
θ

− rkt+i

)]
= 0. (14)
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Another way to express the infinite sum is

Et

[
atθ

(
wt

at(1− θ)

)− 1−θ
θ

− rkt

]
+

Et

[∑∞

j=1
αjkβ

j λt+j
λt

(
at+jθ

(
wt+j

at+j(1− θ)

)− 1−θ
θ

− rkt+j

)]
= 0

Using (14), this expression reduces to

atθ

(
wt

at(1− θ)

)− 1−θ
θ

= rkt

as required.

The intuition behind this irrelevance proposition is as follows. When the capital supply

is predetermined, it does not matter if a fraction of firms cannot change their capital level

because the other firms have to demand the remaining capital to ensure equilibrium in the

capital market. The fact that the capital-labour ratio is the same across firms further implies

that aggregate labour demand is similar to the case where all firms can adjust capital. The

aggregate output produced by firms is also unaffected due to the presence of constant returns

to scale in the production function. Proposition 1 is therefore similar to the well-known result

from microeconomics for a market in perfect competition and constant returns to scale, where

only the aggregate production level can be determined but not the production level of individual

firms. Accordingly, the implications of infrequent capital adjustments differ substantially from

the well-known real effects of staggered nominal price contracts when specified as in Calvo

(1983). The difference emerges because the friction with Calvo-contracts is imposed on firms’

prices whereas we impose the same type of friction on quantities, i.e. firms’ capital stock, in

a setting where the scale of firms’ production is irrelevant for aggregate output due to the

Cobb-Douglas production function.

Proposition 1 is closely related to the work by Thomas (2002), Khan & Thomas (2003), and

Khan & Thomas (2008), showing that non-convex adjustment costs and lumpy investments are

quantitatively unimportant for the business cycle. The intuition they provide is broadly similar

to ours, namely the importance of factor supply which originates from the households’ smooth
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consumption profile across time. However, we emphasize two aspects where our result differs

from previous work. Firstly, the friction in our model is different from the one considered by

Khan and Thomas. Secondly, lumpy investments do affect the business cycle in the papers by

Khan and Thomas but the effects are quantitatively irrelevant. Our result is therefore more

extreme because we find that the considered friction does not have any effect on the business

cycle.

The irrelevance result in Proposition 1 also relates to Sveen & Weinke (2007) who impose the

same constraint on firms’ inability to change capital but combine it with firm-specific capital.

They show that lumpy investments have macroeconomic implications, and that this friction in

a linearized setting is equivalent to convex adjustment costs based on the change in the capital

stock. Our proposition therefore helps to clarify that the assumption of firm-specific capital

is vital for the results in Sveen & Weinke (2007). Along similar lines, Bachmann et al. (2010)

show that maintenance investments may help to explain the conditional heteroscedasticity in

post-war US investments and therefore may have important macroeconomic implications.

It is also worth highlighting two other interesting economic implications of infrequent capital

adjustments. Firstly, the distortion on firms’ ability to change their capital level does not

break the relation from the standard RBC model, where the marginal product of capital equals

its rental price. In other words, the distortion in the capital market does not lead to any

inefficiencies because the remaining part of the economy is sufficiently flexible to compensate for

the imposed friction. Secondly, the infrequent capital adjustments give rise to firm heterogeneity

because firms’ capital levels depend on when they last re-optimised. This firm heterogeneity

relates to the literature on firm-specific capital as in Sveen & Weinke (2005), Woodford (2005),

among others.

When proving Proposition 1 we only use three assumptions from our RBC model, besides

the predetermined capital supply. Hence, the irrelevance result holds for a wide class of DSGE

models. We state this observation in Corollary 1.

Corollary 1 Proposition 1 holds for a wide class of DSGE models with the following three

properties:

1. Homogenous capital traded in a competitive rental market for capital
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2. The capital labour ratio is identical for all firms

3. The parameter αk only enters into the equilibrium conditions for capital

Examples of DSGE models with these properties are models with sticky wages, monopolistic

competition, investment adjustment costs to name just a few.6 The three most obvious ways to

break the irrelevance of the infrequent capital adjustments can be inferred from (8). That is, if

firms i) do not have a Cobb-Douglas production function with constant returns to scale, ii) are

subject to firm-specific productivity shocks, or iii) face different wage levels due to imperfections

in the labour market.7 Another way to break the irrelevance of infrequent capital adjustments

is to make αk affect the remaining part of the economy. In the next section we show how this

can be accomplished by introducing a banking sector into the model.

3 An RBC model with banks and maturity transformation

This section incorporates a banking sector into the RBC model developed above. Here, we

impose the standard assumption that firms need to borrow prior to financing their capital level.

This requirement combined with infrequent capital adjustments generate a known demand for

credit for several periods. We then assume that firms obtain this credit through a long-term

contract with a fixed loan rate. Banks use one-period deposits from households and accumulated

wealth (i.e. net worth) to meet this demand. As a result, banks face a maturity transformation

problem because they use short-term deposits to provide long-term credit.

We should note that no attempt is made to prove the optimality of long-term credit contracts

in our model or that they are preferred to a sequence of one-period loan contracts. That is,

we simply take the presence of long-term credit for given and address its implications. Instead,

we appeal to the existence of corporate bonds with multi-period durations as our empirical

justification for analysing long-term credit contracts.

6Proprosition 1 also extends directly to models with sticky prices when this stickiness is introduced at the
level of retail firms, which combine output from firms to a single CES composite as in Gertler & Karadi (2011).

7The findings in Khan & Thomas (2008) indicate that our irrelevance result may be quantitatively robust to
the two first suggestions, as they allow for decreasing returns to scale in a Cobb-Douglas production function
with firm-specific productivity shocks and find that lumpy investments only have small effects on the business
cycle.
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Having outlined the novel feature of our model, we now turn to the details. The economy is

assumed to have four groups of agents: i) households, ii) banks, iii) good-producing firms, and

iv) capital-producing firms. The latter type of firms is standard in the literature and introduced

to facilitate the aggregation (see for instance Bernanke et al. (1999)).

The interactions between the four types of agents are displayed in Figure 1.8 Households

supply labour to the good-producing firms and make short-term deposits in banks. Banks use

these deposits together with their own wealth to provide long-term credit to good-producing

firms. These firms hire labour and use credit to obtain capital from the capital-producers who

own the capital stock.

< Figure 1 about here >

We proceed as follows. Sections 3.1 and 3.2 revisit the problems for the households and good-

producing firms when banks are present. Sections 3.3 and 3.4 are devoted to the behaviour of

banks and the capital-producing firm, respectively. We end the section by listing market clearing

conditions in Section 3.5.

3.1 Households

Each household is inhabited by workers and bankers. Workers provide labour ht to good-

producing firms and in exchange receive labour income wtht. Each banker manages a bank

and accumulates wealth which is eventually transferred to his household. It is assumed that a

banker becomes a worker with probability αb in each period, and only when this event occurs is

the wealth of the banker transferred to the household. Each household postpones consumption

from period t to t + 1 by making short-term deposits in banks.9 Deposits bt made in period t

are repaid at the beginning of period t+ 1 at the gross deposit rate Rt.

The households’ preferences are as in Section 2.1. The lifetime utility function is maximised

with respect to ct, bt, and ht subject to

ct + bt = htwt +Rt−1bt−1 + Tt. (15)

8For simplicity, Figure 1 does not show profit flows to households from firms and banks.
9As in Gertler & Karadi (2011), it is assumed that a household is only allowed to deposit savings in banks

owned by bankers from a different household. Additionally, it is assumed that within a household there is perfect
consumption insurance.
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Here, Tt denotes the net transfers of profits from firms and banks. Note that the households are

not allowed to accumulate capital but are forced to postpone consumption through deposits in

banks.

3.2 Good-producing firms

We impose the requirement on good-producing firms that they need credit to finance their

capital stock. With infrequent capital adjustments we then find it reasonable to assume that

firms rely on long-term credit provided by banks.

It is convenient in this setup to match the number of periods a firm cannot adjust its capital

to the duration of its financial contract with the bank. That is, the financial contract lasts

for all periods with no capital adjustment, and a new contract is signed whenever the firm is

allowed to adjust capital. Since the latter event happens with probability 1−αk in each period,

the exact maturity of a contract is not known ex ante. The average maturity of all existing

contracts, however, is known and given by D = 1/ (1− αk).

The specific obligations in the financial contract are as follows. A contract signed in period

t specifies the amount of capital k̃t that the good-producing firm wants to finance for as long

as it cannot re-optimise capital. Hence, the firm needs funding of k̃tp
k
t throughout the contract

where pkt denotes the real price of capital. This credit is provided by the bank at a constant

(net) interest rate rLt during the contract.10 The financial contract is thus equivalent to a setup

where the good-producing firm issues a perpetual bond with an embedded option, which allows

the firm to redeem the bond when it re-optimises its capital level. Adopting this alternative

interpretation, the bond is then bought by a bank in return for a fixed corporate yield. Due

to the imposed structure on firms’ inability to adjust their capital levels, the average duration

across a sufficient number of perpetual bonds is therefore D quarters, making the loan rate rLt

comparable to the corporate yield of the same duration.

Physical capital is supplied by capital-producing firms in return for a fixed fee of ωpkt per

capital unit during the contract. One can think of these expenditures as compensation to

capital-producing firms for providing support and maintenance on the rented capital. It should

be noted that our setup implies that physical capital exchanged between good- and capital-

10In the relationship between banks and good-producing firms, we do not consider any informational asymme-
tries, implying that firms cannot deviate from the signed contract or renegotiate it as in Hart & Moore (1998).
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producing firms is valued based on the price of capital when a contract is signed.11 In this way,

good-producing firms do not face uncertainty about the price of capital, and the interaction

between good- and capital-producing firms therefore resembles a leasing relationship.

As in the standard RBC model, good-producing firms also hire labour which is combined

with capital in a Cobb-Douglas production function. Costs attached to maintenance of the

rented capital and the wage bill are paid after production takes place, implying that the demand

for credit is uniquely associated with firms’ capital level.

The assumptions above are summarised in the expression for profitt+j|t, i.e. the profit in

period t+ j for a firm that entered a financial contract in period t:

πt+j|t = at+j k̃t
θ
h1−θ
t+j|t︸ ︷︷ ︸

production revenue

− rLt p
k
t k̃t︸ ︷︷ ︸

interest on loan

− ωpkt k̃t︸ ︷︷ ︸
cost of capital service

− wt+jht+j|t︸ ︷︷ ︸
wage bill

Note that all future cash-flows between the firm and the bank are determined with certainty

for the duration of the contract. That is, the firm needs to fund k̃tp
k
t which is done at the fixed

loan rate rLt .

At the end of every period we assume that any profit is paid out as dividends to the house-

holds, meaning that good-producing firms enter the next period with zero wealth.12 Capital and

labour decisions then follow by maximising the net present value of future profits. Using the

households’ stochastic discount factor, the first-order condition for the optimal level of capital

k̃t is given by

Et

∞∑
j=0

αjkβ
j λt+j
λt

[
θat+j k̃t

θ−1
h1−θ
t+j|t −

(
rLt + ω

)
pkt

]
= 0. (16)

The price for financing one unit of capital throughout the contract is thus constant and given

by
(
rLt + ω

)
pkt . The first-order condition for the optimal choice of labour is exactly as in the

standard RBC model, i.e. as in (8).

11This assumption is needed to ensure that good-producing firms borrow a constant amount every period like
in fixed-rate mortgages or related corporate loan contracts. If we were instead to use the current price of capital,
then the level of lending would fluctuate with the capital price and the contract would not resemble any real-life
loan arrangement.

12This implies that any self-financing by good-producing firms is not possible. We impose this assumption
to make our model similar to other papers in the literature (for instance Gertler & Karadi (2011) where good-
producing firms always have zero profit) as this helps us to isolate the effects of long-term credit.
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3.3 The banking sector

Inspired by Gertler & Karadi (2011), banks are introduced in the following way. The relationship

between households and banks is characterized by an agency problem which constrains banks’

leverage and in this way limits the credit provided by banks to good-producing firms. To

avoid banks accumulating sufficient wealth to become independent of deposits, we assume that

bankers retire with probability αb each period, and when doing so, transfer wealth back to

their respective households. To manage the transition of banking activities from old to new

bankers, we introduce an insurance agency financed by a proportional tax on banks’ profit.

When a banker retires, the role of this agency is to create a new bank with an identical asset

and liability structure and effectively guarantee the outstanding contracts of the old bank. This

agency therefore ensures the existence of a representative bank and that the wealth of this bank

is bounded with an appropriately calibrated tax rate.13

We next describe the balance sheet of the representative bank in Section 3.3.1 and present

the agency problem in Section 3.3.2.

3.3.1 Banks’ balance sheets

As mentioned earlier, the representative bank uses accumulated wealth nt and short-term de-

posits from households bt to provide credit to good-producing firms. This implies the following

identity for the balance sheet of the representative bank

lent ≡ nt + bt, (17)

where lent represents the amount of lending.

The bank’s net wealth in period t is therefore given by

nt+1 = (1− τ) [revt −Rtbt] , (18)

where τ is the proportional tax rate and revt denotes revenue from lending to good-producing

13This setup differs slightly from Gertler & Karadi (2011) who do not introduce an insurance agency but
instead replace retired bankers by new bankers with a sufficiently low initial wealth. We prefer our setup because
it ensures a representative bank and this greatly facilitates aggregation with long-term contracts.
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firms. The term Rtbt constitutes the value of deposits repaid to consumers. Combining the last

two equations gives the following law of motion for net wealth

nt+1 = (1− τ) [revt −Rtlent +Rtnt] . (19)

The imposed structure for firms’ inability to adjust capital implies simple expressions for

lent and revt. Starting with the total amount of lending in period t, we have

lent ≡
∫ 1

0 p
k
i,tki,tdi (20)

= (1− αk) pkt k̃t︸ ︷︷ ︸
adjust in period t

+ (1− αk)αkpkt−1k̃t−1︸ ︷︷ ︸
adjust in period t−1

+ ...

= (1− αk)
∞∑
j=0

αjkp
k
t−j k̃t−j

where simple recursions are easily derived. Similarly, for the total revenue we have

revt = (1− αk)
∞∑
j=0

αjkR
L
t−jp

k
t−j k̃t−j . (21)

Here, RLt ≡ 1 + rLt is the gross loan rate. The intuition for these equations is as follows. A

fraction (1− αk) of the bank’s lending and revenue in period t relates to credit provided to

adjusting firms in the same period. Likewise, a fraction (1− αk)αk of lending and revenue

relates to credit provided to firms that last adjusted capital in period t− 1, and so on. For all

contracts, the loans made j periods in the past are repaid at the rate RLt−j . Thus, a large value

of αk makes the bank’s balance sheet less exposed to changes in RLt compared to small values

of αk. The most important thing to notice, however, is that αk affects the bank’s lending and

revenue and thereby its balance sheet, implying that the irrelevance proposition of infrequent

capital adjustments in Section 2.4 does not hold for this model.

3.3.2 The agency problem

As in Gertler & Karadi (2011), we assume that bankers can divert a fraction Λ of their deposits

and wealth at the beginning of the period and transfer it back to their corresponding households.

The cost to bankers of diverting is that depositors can force them into bankruptcy and recover
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the remaining fraction 1 − Λ of assets. Bankers therefore choose to stay in business whenever

their associated value Vt is greater than the benefit of diverting Λlent. This gives the following

incentive constraint

Vt︷ ︸︸ ︷
banker’s benefit

from running the bank

≥ Λlent︷ ︸︸ ︷
banker’s gain

from diverting

(22)

for households to have deposits in banks. The continuation value Vt of a bank is given by

Vt = Et

+∞∑
j=0

(1− αb)αjbβ
j+1λt+j+1

λt
nt+j+1. (23)

This expression reflects the idea that bankers attempt to maximise their expected wealth at

the point of retirement when they transfer wealth to their household. Note that the discount

factor in (23) is adjusted by (1− αb)αjb to reflect the fact that retirement itself is stochastic

and therefore could happen with positive probability in any period.

A sufficient condition ensuring that lending is profitable for the representative bank is given

by

Et

λt+i+1

∞∑
j=0

αjkp
k
t+i−j k̃t+i−j

(
RLt+i−j −Rt+i

) ≥ 0 for i = 0, 1, 2, ... (24)

That is, when the bank offers long-term credit of pkt+i−j k̃t+i−j , the average discounted lending

rate RLt+i−j during the contract should equal or exceed the discounted deposit rate Rt+i. This

condition extends a similar requirement in Gertler & Karadi (2011) to the case of long-term

credit. When calibrating our model, we ensure that (24) holds.

The profitability of lending implies that the representative bank provides credit up to the

limit allowed by the incentive constraint which holds with equality. Consequently, the amount

of credit supplied by the bank is limited by its accumulated wealth through the relation

lent = levt × nt, (25)

where

levt ≡
x2,t

Λ
1−τ − x1,t

(26)
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is the bank’s leverage ratio. The two control variables x1,t and x2,t follow simple recursions

derived in Appendix B.1.

3.4 Capital-producing firms

A representative capital-producing firm owns the capital stock and undertakes investments. The

capital is rented to good-producing firms in return for service and maintenance fees determined

when good-producing firms sign their financial contract. Hence, the capital-producing firm

needs to keep track of its portfolio of signed contracts with good-producing firms in order to

determine its income. For instance, a contract signed in period t−4 earns the capital-producing

firm service and maintenance fees of ωpkt−4k̃t−4.

More specifically, the net present value of profit for the capital-producing firm is given by

profitkt = Et

∞∑
j=0

βj
λt+j
λt

[ωvt+j − it+j ] . (27)

Here, vt is a value aggregate given by

vt ≡ (1− αk)
∞∑
j=0

αjkp
k
t−j k̃t−j , (28)

or equivalently

vt = (1− αk) pkt k̃t + αkvt−1. (29)

According to (27), the capital-producing firm obtains ωvt from good-producing firms in service

and maintenance fees and allocates resources to investments it. When maximizing profits, the

firm must satisfy capital demand, i.e.

kt = (1− αk) k̃t + αkkt−1, (30)

and the law of motion for aggregate capital with standard capital adjustment costs:

kt+1 = (1− δ)kt + it −
κ

2

(
it
kt
− iss
kss

)2

kt. (31)

The optimisation of (27) is described in Appendix B.2. From this appendix we note that the
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Lagrange multiplier for (31), i.e. qt, is the standard Tobin’s Q and indicates a marginal change

in profit following a marginal change in the next period capital kt+1. On the other hand, the

price of capital pkt relates profit to the current capital kt.

3.5 Market clearing

Market clearing conditions in the capital, labour, and good markets are similar to those derived

in Section 2.3, and technology evolves according to the AR(1) process in (5).14

4 Model implications

This section explores the quantitative implications of maturity transformation and long-term

credit in our model. We start by presenting our calibration in Section 4.1. To build some

intuition for the key mechanisms of long-term credit within our model, we first analyse the

simpler case without habits and capital adjustment costs in Section 4.2, while the analysis of

the full model is deferred to Section 4.3. We end the section by providing empirical support for

a key implication of long-term credit within our model.

4.1 Calibration

The model is calibrated to the post-war US economy in Table 1. Letting each period correspond

to one quarter, we choose standard values for the capital share θ = 0.30, the coefficient of relative

risk-aversion φ0 = 1, the depreciation rate δ = 0.025, and the discount factor β = 0.99. The

intensity of habits is set to b = 0.80 based on the estimates in Justiniano & Primiceri (2008).

For the capital adjustment costs, we follow Khan & Thomas (2003) and let κ = 2.2. The

steady state labour supply is normalised to one (via a restriction on φ2), and the inverse Frisch

elasticity of labour supply φ1 is set to 1/3. This degree of labour substitutability is slightly above

the value estimated in Justiniano & Primiceri (2008) but chosen to account for the fact that

there are no wage rigidities in our model. Finally. the parameters determining the evolution of

technology shocks are set to ρa = 0.979 and σa = 0.0072 as in King & Rebelo (1999).

14A complete list of equations in the model is provided in Appendix B.3.
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There are three parameters which directly affect the behaviour of the banking sector: i) the

fraction of banks’ assets that can be diverted Λ, ii) the probability that a banker retires αb, and

iii) the tax rate on banks’ wealth τ . To see how these parameters affect the model, note first

that bank leverage in the steady state is given by

levss =
β (1− αb)

Λ (1− αbβ)
. (32)

That is, leverage is low when bankers can divert and keep a relative large fraction of lending

(high Λ), and vice versa. It is also straightforward to show that leverage controls the external

finance premium as

rLss − rss =
1

levss

(
1

1− τ
− 1

β

)
. (33)

As in Gertler & Karadi (2011), we calibrate the three parameters for the banking sector to match

a steady state external finance premium of 100 annualised basis points and a bank leverage of

four. The parameter αk does not affect the steady state value of leverage and the external

finance premium, and is therefore left a free parameter to explore the implications of long-term

credit and maturity transformation.

The size of the service and maintenance fees to capital-producing firms has only marginal

effects in the model and we therefore simply let ω = 0.0001.15 Throughout the paper, the model

solution is computed by a standard log-linear approximation.16

< Table 1 about here >

4.2 Reduced model: implications of long-term credit and maturity transfor-

mation

Figure 2 displays impulse responses to a positive technology shock when omitting consumption

habits and capital adjustment costs, i.e. b = 0 and κ = 0. In each graph, the continuous line

shows the model with banks and one-period credit, i.e. the case where the average duration of

contracts D is one quarter. Dashed lines correspond to two different calibrations of the model

with long-term credit where we let D = 4 and D = 16.

15Simple algebra implies that in the steady state vss = kssp
k
ss and pkss = (1 − β (1 − δ)) / (βω), meaning that

profit for capital-producing firms is (1 − β) /β and hence positive for β < 1.
16All versions of the model are implemented in Dynare. Codes are available on request.
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We start by analysing the model with one-period loan contracts. As in the standard RBC

model, a positive technology shock makes households temporarily richer and they therefore

increase consumption. We also observe a higher one-period interest rate rt which further makes

households increase bank deposits and smooth out the positive wealth effect across time. For

good-producing firms, the higher productivity level makes it profitable to demand more capital

and its price pkt therefore increases. The higher price of capital leads capital-producing firms

to expand investments, allowing them to provide more capital in future periods. For good-

producing firms, the desired higher capital level at a higher price greatly increases their credit

demand. Although we see higher deposits and bank leverage, the expanding credit supply is

insufficient to meet demand at the current loan rate rLt which therefore increases.17 These

combined effects generate an increase in banks’ net worth nt as shown in Figure 2. In the

periods following the shock, banks’ financial position continues to improve and lending is further

expanded, meaning that we obtain a financial accelerator effect in the sense of Bernanke et al.

(1999).18

The business cycle implications of long-term credit can be considered by comparing the

full and dashed lines in Figure 2. Increasing the average duration of loans to D = 4 and

D = 16 quarters is seen to generate weaker responses in consumption and investment following

the shock. Accordingly, our model predicts that long-term credit attenuates responses to a

technology shock. This effect arises because two mechanisms reduce the procyclicality of banks’

net worth with long-term credit.19

The first mechanism relates to banks’ balance sheets where long-term credit (αk > 0) implies

that only a fraction of all loans is reset to reflect a higher price of capital pkt after the shock

(see equations (19) - (21)). With long-term credit, good-producing firms therefore increase their

credit demand by a smaller amount compared to the case with one-period contracts. As a result,

banks’ revenues and net-worth increase by less with long-term credit, and this contributes to

weaker responses in consumption and investment.

17It is worth noting that the presence of financial frictions means that the one-period loan rate and the one-
period deposit rate do not move in a one-to-one relationship.

18The impulse responses for banks’ revenue, banks’ net wealth, and deposits peak at around 50 periods after
the shock and then gradually return to the steady state.

19This attenuating mechanism is thus similar to the one found in Carlstrom & Fuerst (1997), although their
setup differs from ours along several dimensions. However, if we were to allow firms to default then the procycli-
cality of firms profits in recessions has the potential to make banks’ profit more pro-cyclical as well and could
potentially reverse the attenuating mechanism. We leave this topic for future research.
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The second mechanism relates to the nature of the specified contract because each good-

producing firm faces a non-state contingent fixed loan rate until capital is re-optimised. That

is, long-term credit implies loan stickiness. In comparison to a sequence of one-period loan

contracts, good-producing firms are therefore better off with long-term credit when one-period

loan rates increase and worse off when they fall. The one-period loan rate is closely linked to

the marginal product of capital, which at least in our model is procyclical. As a result, good-

producing firms are worse off with long-term credit in recessions (low one-period loan rates) and

better off during booms (high one-period loan rates), causing their profit to be more procyclical

and consequentially making banks profit and net worth less procyclical. This channel therefore

weakens the responses of consumption and investment because the lower procyclicality of banks’

net worth reduces the impact of the financial accelerator.20

One way to illustrate this second channel is to look at the average loan rate across good-

producing firms, i.e.

rL,avgt ≡ (1− αk)
∞∑
j=0

αjkr
L
t−j . (34)

With long-term credit in Figure 2, we see a fall in the (marginal) loan rate rLt in the first period

after the shock. This fall is needed to make it profitable for the relatively few re-optimising

good-producing firms to demand additional credit and finance more capital at the higher price

level. In the second period after the shock, the price of capital falls slightly below its steady

state level, allowing banks to increase their marginal loan rate rLt . This means that the average

loan rate initially falls and then gradually returns to its steady state level. Overall, the average

loan rate is therefore lower with long-term credit than the loan rate with one-period contracts

in Figure 2, showing that good-producing firms are on average better off with long-term credit

in an economic boom caused by a positive technology shock.

It is also worth noticing that the response of the deposit rate is highly dependent on the

type of credit offered to good-producing firms. With one- and four-period contracts, we see the

well-known effect from the standard RBC model where the deposit rate (i.e. the one-period real

interest rate) increases with economic activity. This is in contrast to empirical evidence, showing

a negative correlation between the real one-period interest rate and economic activity (see for

instance King & Rebelo (1999)). Interestingly, with long-term credit contracts of D = 16

20We are grateful to an anonymous referee for useful comments in relation to this channel.
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quarters, we find a fall in the deposit rate after the shock and hence the desired negative

correlation between this rate and economic activity. This negative comovement arises because

consumption peaks in the first period after the shock with D = 16 and then gradually returns

to the steady state. This adjustment process is equivalent to negative consumption growth

which from the standard Euler-equation 1 = Et

[
β ct
ct+1

Rt

]
implies negative deposit rates. On

the other hand, with one- and four-period credit contracts, the consumption profile displays a

hump-shaped response, and this explains why we here see a rise in the deposit rate following

the shock.

< Figure 2 about here >

4.3 Full model: implications of long-term credit and maturity transforma-

tion

Figure 3 displays impulse responses to a positive technology shock when we relax the constraints

on habits and capital adjustment costs. Due to habits, we now see a hump-shaped response

in consumption and the size of the increase is smaller the longer the duration of the credit

contract. Habits also affect the investment response which shows a much smaller expansion for

one- and four-period contracts in comparison to the restricted model in the previous section.

We also note that the investment response is even smaller with long-term contracts.21 As a

result, long-term credit also attenuates the economic expansion following a positive technology

shock in this richer version of our model.

Turning to the behaviour of the banking sector, we first note that the deposit rate now falls

for all credit contracts. This effect is partly due to capital adjustment costs and partly due to

habits. However, the response in the deposit rate is seen to be stronger the longer the duration

of credit contracts. Capital adjustment costs also affect the price of capital as capital-producing

firms now require a higher price pkt to finance additional investments. As a result, we also see

a sharper initial fall in the marginal loan rate to make it profitable for good-producing firms

to obtain the required credit. Consequently, the fall in the average loan rate is therefore more

pronounced in comparison to the model without habits and adjustment costs.

21With investment adjustment costs as in Christiano et al. (2005), we obtain broadly similar impulse responses,
with the exception that investment displays a hump-shaped response which is weaker the longer the duration of
the credit contract.
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Overall, we find that the responses to a technology shock in our model appear fairly robust

as the presence of habits and capital adjustment costs do not change their qualitative nature.

4.4 Empirical validation: persistency of deposit and loan rates

Our setup allows firms to obtain credit at a fixed loan rate for the duration of a given contract.

On the other hand, depositors face a floating rate which may change every period. Our model

therefore suggests that the average deposit rate should be less persistent than the average loan

rate. This section evaluates the empirical support for this key feature of our model by comparing

the persistency of average deposit and loan rates in the US.

The average deposit rate in our model is equivalent to the three-month risk-free real interest

rate. We therefore use the procedure by Stock & Watson (1999) to compute the real three-

month interest rate as our measure for the average deposit rate in the US.22 Obtaining data

on average loan rates of a given maturity is challenging. However, as previously mentioned,

the financial contract in our model is equivalent to good-producing firms issuing bonds which

banks buy in return for a fixed corporate yield until bonds are repaid when firms re-optimise

their capital stock. We also note that our data on US corporate yields is derived from both new

and outstanding corporate bonds of a given maturity, making the average loan rate with the

same duration the most comparable variable in our model.23 Despite these close similarities,

we should point out that the relationship between our loan rate and the corporate yield is not

perfect, as the model-implied interest rate does not have a known maturity ex ante and ignores

any default risk.

To evaluate the model implications for deposit and loan rates, we next consider an economy

where the average frequency of investment matches the patterns documented in Doms & Dunne

(1998). Specifically, we set αk to give a four year average investment cycle, which is in line with

the interpretation by Sveen & Weinke (2007) who let firms invest on average every 2 – 4 years.

We therefore report the persistency of the deposit rate and the four-year corporate yield in Table

22This procedure uses a regression model with four lags of quarterly consumer price inflation, the unemploy-
ment rate, and the yield on a three-month treasury bill to estimate inflation expectations in the next quarter.
Subtracting this measure from the nominal interest rate then gives the real interest rate from 1948Q2 to 2011Q4.
Where data is available (i.e. after 1997), our measure of inflation expectations closely matches the one implied
by the difference between the nominal and real term structure in the US.

23The computation of the real corporate yield is outlined in Appendix B.4.
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2. Our measure of the US deposit rate is seen to have a first-order autocorrelation coefficient of

0.82, while the four-year corporate yield is indeed more persistent with a persistency coefficient

of 0.86. The second row in Table 2 shows that our model largely matches these moments, as

the corresponding persistency coefficients are 0.78 for the deposit rate and 0.96 for bond rate.

Consequently, our model reproduces the stylised fact that long-term loan rates are more sticky

than deposit rates in the US.24

The second part of Table 2 explores the robustness of this result by changing key model

parameters. Excluding habits is seen to have a relatively large impact on the persistency in

deposit and loan rates which increase to 0.98 and 0.995, respectively. Although this degree

of persistency exceeds empirical values, our model still matches the correct ordering in the

persistency of the two interest rates. The subsequent rows in Table 2 show that ignoring capital

adjustment costs (κ = 0), reducing the persistency in technology shocks (ρ = 0.9), lowering

the labour substitution elasticity (φ1 = 1), and lowering bank leverage (αb = 0.979) do not

substantially change the persistency of deposit and loan rates in our model. Accordingly, our

model only relies on habits to match the empirical persistency in deposit and loan rates while

other model features seem to be of minor importance in this aspect.

5 Conclusion

This paper shows how to introduce a banking sector with long-term credit and maturity trans-

formation into an otherwise standard DSGE model. Our key assumption is to consider the case

where firms face a constant probability of being unable to reset their capital stock in every pe-

riod. We first show that this restriction does not affect prices and aggregate quantities in a wide

range of DSGE models. Importantly, the considered friction makes it reasonable to assume that

firms demand long-term credit when we impose the standard requirement that firms borrow to

finance their capital stock. As a result, banks face a maturity transformation problem because

they use short-term deposits and accumulated wealth to provide long-term credit. In an RBC

model featuring long-term contracts and banks, we then analyse the quantitative implications

of long-term credit and maturity transformation following a positive technology shock. Our

24We also find empirical support for our model when considering the case where firms have access to long-
term credit via an eight-year bond, as the persistency coefficient is 0.90 for the empirical yield and 0.97 for the
corresponding model-implied interest rate.

28



model suggests that the responses in consumption and investment are weaker the higher the

degree of maturity transformation in the banking sector. Another implication of our model is

that the average deposit rate is less persistent than the average loan rate. This follows from

the fact that firms obtain credit at a fixed loan rate for the duration of a contract whereas

depositors face a floating rate each period. Using corporate bond data for the US, we verify

that this prediction is in line with empirical evidence as long-term corporate interest rates are

found to be more persistent than the deposit rate.

Our way of incorporating maturity transformation is only a first step in analysing this topic

in a dynamic stochastic general equilibrium setup. Adding nominal rigidities to our model and

analysing nominal long-term credit contracts seem like natural extensions.25 Other interesting

extensions could be to introduce extra financing options for firms, possibly by breaking the

match between the duration of firms’ exposure and their financial contract. This would also

have the potential to create a time-varying maturity transformation problem in the banking

sector. Studying higher-order effects and the impact of illiquidity and insolvency risks would

also make for interesting extensions.

25This topic is partly explored in an earlier version of this paper (see Andreasen et al. (2012)).
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A A standard RBC model with infrequent capital adjustments

A.1 Households

The representative household’s problem can be summarised by the following Lagrangian:

L = Et

∞∑
j=0

βj

(
(ct+j − bct+j−1)1−φ0

1− φ0
+ φ2

h1+φ1
t+j

1 + φ1

)

+ Et

∞∑
j=0

βjλt+jβ
jλt+j [ht+j wt+j +Rkt+j k

s
t+j − ct+j − it+j ]

+ Et

+∞∑
j=0

βjqt+jλt+j

(1− δ) kst+j + it+j −
κ

2

(
it+j
kst+j

− iss
ksss

)2

kst+j − kst+1+j


where λt and qt are Lagrange multipliers. The first order conditions are:

i Consumption, ct:

λt = Et

[
1

(ct − bct−1)φ0
− βb

(ct+1 − bct)φ0

]

ii Labour, ht:
φ2h

φ1
t = λtwt

iii Physical capital stock, kst+1:

qt = Et

[
β
λt+1

λt

(
rkt+1 + qt+1 (1− δ) + κ

(
it+1

kst+1

− iss
ksss

)
it+1

kst+1

− κ

2

(
it+1

kst+1

− iss
kss

)2
)]

A.2 Firms

Net present value of profit reads

Et

∞∑
j=0

βj
λt+j
λt

(
at+jk

θ
i,t+jh

1−θ
i,t+j −R

k
t+jki,t+j − wt+jhi,t+j

)
.

This problem is divided in two steps. We first derive the ith firm’s demand of labour, which
takes the standard form since labour is optimally chosen in every period. In the second step,
we derive the optimal value of capital k̃i,t for firms that are able to adjust capital in period t.

i Labour, ht :

In every period t+j, for j = 0, 1, 2, ..., all firms are allowed to adjust their labour demand,
implying

hi,t+j =

(
wt+j

at+j (1− θ)

)− 1
θ

ki,t+j .
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The period t+ j demand for labour for a firm that last re-optimised in period t, h̃i,t+j|t,
is given by

h̃i,t+j|t =

(
wt+j

at+j (1− θ)

)− 1
θ

k̃i,t

ii Capital, k̃t :

A firm adjusting capital in period t chooses k̃i,t to maximise the present discounted value
of profits. This firm therefore solves

max
k̃i,t

Et

∞∑
j=0

αjkβ
j λt+j
λt

(
at+j k̃

θ
i,th̃

1−θ
i,t+j|t −R

k
t+j k̃i,t − wt+jhi,t+j|t

)
Using the demand for labour derived above, the optimality condition associated with the
capital choice for firm i can be written as

Et

∞∑
l=0

(αkβ)j
λt+j
λt

(
at+jθ

(
wt+j

at+j (1− θ)

)− 1−θ
θ

−Rkt+j

)
= 0

B An RBC model with banks and maturity transformation

B.1 Recursions for x1,t and x2,t

The expected discounted value of bank equity Vt can be expressed as

Vt = Et

∞∑
i=0

(1− αb)αibβi+1λt+i+1

λt
(1− τ) [revt+i −Rt+ilent+i +Rt+int+i]

= (1− τ)

{
lent

(
Et

∞∑
i=0

(1− αb)αibβi+1λt+i+1

λt

[
revt+i
lent

−Rt+i
lent+i
lent

])

+nt

(
Et

∞∑
i=0

(1− αb)αibβi+1λt+i+1

λt

Rt+int+i
nt

)}
= (1− τ) [lentx1,t + ntx2,t]

where we have defined

x1,t ≡ Et

∞∑
i=0

(1− αb)αibβi+1λt+i+1

λt

[
revt+i
lent

−Rt+i
lent+i
lent

]

x2,t ≡ Et

∞∑
i=0

(1− αb)αibβi+1λt+i+1

λt

Rt+int+i
nt

Straightforward algebra then implies the following recursions:

x1,t = Et (1− αb)β
λt+1

λt

[
revt
lent

−Rt
]

+ Et

[
αbβx1,t+1

lent+1

lent

λt+1

λt

]
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x2,t = (1− αb) Et

[
β
λt+1

λt

]
Rt + Et

[
x2,t+1αbβ

λt+1

λt

nt+1

nt

]

B.2 First-order conditions for capital-producing firms

The Lagrange function reads:

L = Et

+∞∑
j=0

βj
λt+j
λt

[ωvt+j − it+j ]

+ Et

+∞∑
j=0

βj
λt+j
λt

u1,t+j

[
(1− αk) k̃t+jpkt+j + αkvt−1+j − vt+j

]

+ Et

+∞∑
j=0

βj
λt+j
λt

qt+j

[
(1− δ)kt+j + it+j −

κ

2

(
it+j
kt+j

− iss
kss

)2

kt+j − kt+j+1

]

+ Et

+∞∑
j=0

βj
λt+j
λt

(−u3,t+j)
[
(1− αk) k̃t+j + αkkt−1+j − kt+j

]
The first-order conditions are:

i. The value-aggregate vt:

u1,t = ω + Et

[
β
λt+1

λt
u1,t+1αk

]
ii. Investment it:

1 = qt

(
1− κ2

(
it
kt
− iss
kss

))
+ Et

[
β
λt+1

λt
qt+1κ1

(
it+1

it
− 1

)
i2t+1

i2t

]
iii. Capital kt:

qt − Et
[
β
λt+1

λt
u3,t+1

]
= Et

[
β
λt+1

λt
qt+1

(
(1− δ)− κ2

2

(
it+1

kt+1
− iss
kss

)2

+ κ2

(
it+1

kt+1
− iss
kss

)
it+1

kt+1

)]

− Et
[
β2λt+2

λt
u3,t+2αk

]

iv. Capital for optimising firms k̃t:

u1,tp
k
t = u3,t
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B.3 Model summary

Households:

1) λt = Et

[
(ct − bct−1)−φ0 − βb (ct+1 − bct)−φ0

]
2) 1 = Et

[
β λt+1

λt
Rt

]
3) φ2h

φ1
t = λtwt

Good-producing firms:

4) ht =
(

wt
at(1−θ)

)− 1
θ
kt

5) z1,t =
(
rLt + ω

)
pkt z2,t

6) z1,t = θat

(
wt

at(1−θ)

)− 1−θ
θ

+ Et

[
λt+1

λt
z1,t+1αkβ

]
7) z2,t = 1 + Et

[
λt+1

λt
βαk)z2,t+1

]
8) kt = (1− αk) k̃t + αkkt−1

The banking sector:
9) nt+1 = (1− τ) [revt −Rtlent +Rtnt]

10) revt = (1− αk)RLt pkt k̃t + αkrevt−1

11) lent = (1− αk) pkt k̃t + αklent−1

12) levt ≡ lent
nt

13) lent
nt

=
x2,t

Λ
1−τ−x1,t

14) x1,t = Et (1− αb)β1 λt+1

λt

[
revt
lent
−Rt

]
+ Et

[
αbβx1,t+1

lent+1

lent

λt+1

λt

]
15) x2,t = (1− αb)Et

[
β λt+1

λt

]
Rt + Et

[
x2,t+1αbβ

λt+1

λt

nt+1

nt

]
Capital-producing firms:

16) kt+1 = (1− δ)kt + it − κ
2

(
it
kt
− iss

kss

)2
kt

17) u1,t = ω + Et

[
β λt+1

λt
u1,t+1αk

]
18) 1 = qt

(
1− κ2

(
it
kt
− iss

kss

))
19) qt − Et

[
β λt+1

λt
u3,t+1

]
= Et

[
β λt+1

λt
qt+1

(
(1− δ)− κ

2

(
it+1

kt+1
− iss

kss

)2
+ κ

(
it+1

kt+1
− iss

kss

)
it+1

kt+1

)]
−Et

[
β2 λt+2

λt
u3,t+2αk

]
20) u1,tp

k
t = u3,t

21) vt = (1− αk) k̃tpkt + αkvt−1

Market clearing conditions:

22) yt = atk
θ
t h

1−θ
t

23) yt = ct + it

Exogenous process:
24) log at = ρa log at−1 + εat

The 24 variables in the system are:
λt, ct, Rt, ht, wt, kt, z1,t, z2,t, p

k
t , k̃t,

nt, revt, R
L
t , lent, levt, x1,t, x2,t, it, u1,t, qt, u3,t, at, vt, yt.
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B.4 The real corporate term structure data

We obtain nominal corporate yields of various maturities (6 buckets spanning 1 - 15+ years) from
Global Financial Data. For a given maturity, those are based on investment grade corporate
bonds (AAA to BBB) with the average grade between AA and A, due to the relative paucity of
AAA bonds. The data include both newly issued bonds as well as those issued in the past, and
are rebalanced annually to ensure that the maturity of the included instruments lies within the
relevant buckets. The data are monthly from 1996M12 to 2012M2 and we compute quarterly
values by averaging over the quarter. Similar results are obtained by using end-quarter values.
We adjust the nominal corporate yields using measures of inflation expectations extracted from
the US nominal and real term structure as provided by McCulloch. For buckets spanning
several years we simply assume that the maturity is the average of the start and end date (e.g.
we would consider the 3-5 year bucket to consist of bonds of a 4-year maturity) and subtract
the corresponding inflation expectation to obtain the real corporate yield. The McCulloch yield
curves are available from 1997M1 to 2009M10, leaving us with quarterly values for real corporate
yields from 1997Q1 to 2009Q3.

38



Table 1: Calibration

β 0.99 Λ 0.22
b 0.80 αb 0.92
φ0 1 τ 0.02
φ1 0.33 δ 0.025
θ 0.30 ρa 0.979
κ 2.2 σa 0.0072
αk free ω 0.0001

Table 2: Persistency of deposit and loan rates
This table reports the first-order autocorrelation coefficient for the real deposit rate (three-month risk-

free rate) and a four year real corporate bond yield in the US. The corresponding model-implied moments

are the real deposit rate and the average loan rate.

deposit rate 4-year corporate bond yield

Data 0.82 0.86
Model 0.78 0.97

Robustness:
No habits (b = 0) 0.98 0.995
No capital adjustment costs (κ = 0) 0.78 0.97
Lower technology persistency (ρ = 0.90) 0.79 0.96
Lower labour substitution elasticity (φ1 = 1.0) 0.70 0.95
Lower bank leverage of 3 (αb = 0.979) 0.76 0.95
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Figure 1: RBC model with banks and maturity transformation
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Figure 2: Reduced model: Impulse responses to a positive technology shock
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Notes: Impulse response to a one-standard deviation positive shock to technology. In each graph the vertical axis

measures percentage deviation from the deterministic steady state of the respective variable, whereas the horizontal axis

measures quarters after the shock hits.
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Figure 3: Full model: Impulse responses to a positive technology shock
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Notes: Impulse response to a one-standard deviation positive shock to technology. In each graph the vertical axis

measures percentage deviation from the deterministic steady state of the respective variable, whereas the horizontal axis

measures quarters after the shock hits.
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